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Abstract 

This paper empirically explores the predicting ability of the newly proposed smooth transition (ST) time-varying combining forecast 
methods. The proposed method allows the “weight” of combining forecasts to change gradually over time through its unique feature of 
transition variables. Stock market returns from 7 countries were applied to Ad Hoc models, the well-known Generalized Autoregressive 
Conditional Heteroskedasticity (GARCH) family models, and the Smooth Transition Exponential Smoothing (STES) models. Of the 
individual models, GJRGARCH and STES-E&AE emerged as the best models and thereby were chosen for constructing the combined 
forecast models where a total of nine ST combining methods were developed. The robustness of the ST combining forecasts is also validated 
by the Diebold-Mariano (DM) test. The post-sample forecasting performance shows that ST combining forecast methods outperformed all 
the individual models and fixed weight combining models. This study contributes in two ways: 1) the ST combining methods statistically 
outperformed all the individual forecast methods and the existing traditional combining methods using simple averaging and Bates & 
Granger method. 2) trading volume as a transition variable in ST methods was superior to other individual models as well as the ST models 
with single sign or size of past shocks as transition variables.
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1.  Introduction 

Over the years, the accuracy of volatility forecast 
has become the center of study for both practitioners and 
academicians as volatility forecast is essential in risk 
management, portfolio analysis, derivative pricing, hedging, 
and another financial decision-making process. Various 
rigorous models such as GARCH family models, Stochastic 
models, and ad hoc time series models with the application 
of realized volatility and implied volatility in the forecasting 
models have been developed, aimed at producing better 
predictive models. Nonetheless, there is no agreement on 
which method is the best approach for forecasting (Poon 
& Granger, 2003; Taylor, 2005; Andersen et al., 2006; 
Benavides & Capistran, 2012). This has led to the emergence 
of another strand of study, the combining forecasts method 
which combines useful information inherent in each 
method. 	

Motivated by the promising results from combining 
forecast methods, various combining forecasts methods have 
been derived in the past decades. However, not all kinds of 
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forecasts can be combined. There are two guiding criteria 
for the construction of combining forecasts: (i) the different 
forecasting models extract different predictive factors from 
essentially the same data, and (ii) the different models 
offer different predictions due to the usage of different 
data. Thereby, the overall aim of combining forecasts is 
to minimize post-sample forecast errors from different 
methods.

In combining forecasts, the “weight” employed in 
combining various individual forecasts is the main issue 
of concern in the literature. The key discussion topics 
include how the “weight” should be determined optimally 
for combining forecasts (Palm & Zellner, 1992), which 
combining methods are better (Makridakis, 1989), and how 
forecast errors are minimized (de Menezes et al., 2000). 
While many studies have proven that simple combining 
weight methods work well, some researchers argued that the 
combining weight should be allowed to change over time 
to adapt to the changing relative superiority of the forecasts 
(Diebold & Pauly, 1987; Sessions & Chatterjee, 1989).

The remainder of the paper is organized as follows. 
Section 2 presents a review of the literature on combining 
forecasts and methodology such as the volatility forecasting 
models are described in Section 3. Then, the results are 
illustrated in Section 4. The last section is the concluding 
remarks.

2.  Literature Review 

The concept of combining forecasts through regression 
was first introduced by Crane and Crotty (1967). In the 
same year, Zarnowitz (1967) proposed a simple approach 
to combining two forecasts which is known as the simple 
average (SA) combining forecasts method. Subsequently, 
Bates and Granger (1969) introduced a combining method 
which has since become the seminal work that serves as a 
foundation for the later development of combining methods. 
The combining method by Bates and Granger (B&G 
hereafter) uses an optimal method of combining where the 
linear weights are calculated to minimize the error variance of 
the combination (with the assumption that both the forecasts 
are unbiased). The B&G applies the weight with a value 
between 0–1 where the weight is obtained via minimizing 
the sum of squared forecast errors of the out–of the–sample. 
Gunter (1992) suggested that least square regression is one 
of the best procedures in this aspect. 

Clement (1989) conducted an extensive review on 
combining forecasts works in the disciplines of forecasting, 
statistics, psychology, and management science. He 
concluded that combining forecasts improves predictive 
accuracy. Of these, the simple combining method was 
seen to outperform other complex combinations. In later 
development on combining forecasts, many researchers 

have subsequently provided evidence that simple average 
combining methods are robust in forecasting. A study by 
Aksu and Gunter (1992) using macroeconomic variables 
and firm-specific series revealed that the performance of the 
simple average method and Nonnegative Restricted Least 
Square (NRLS) are superior to the Ordinary Least Square 
method (OLS) and Equality Restricted Least Squares (ERLS) 
methods. Swanson and Zeng (2001) proposed selection 
criteria for combining forecasts based on Schwarz (SIC) 
and Akaike (AIC) Information Criteria. By applying nine 
US macroeconomic variables, the simple averaging method 
emerged as the best among the artificial neural network 
(ANN), linear models, and professional forecast models. 
Becker and Clements (2008) in another study of volatility 
forecasting of the S&P 500 series had successfully proven 
that combining forecast methods outperformed the individual 
forecast methods in terms of forecasting accuracy. Asadullah 
et al. (2021) further provided evidence of the robustness of 
combining techniques in exchange rate forecasting.

While the use of fixed weight combining methods has 
produced many encouraging results, it does have its weakness, 
thus subjected to criticism. Many researchers claimed that 
the combined weight should be allowed to change over time 
to adapt to the changing relative superiority of the forecasts. 
Diebold and Pauly (1987) applied this time-varying weight 
method in their study to capture the structural change in the 
combination forecasts. Furthermore, Sessions and Chatterjee 
(1989) propose recursive techniques with non-stationary 
weights to combine the forecast. LeSage and Magura (1992) 
extended the work by the Granger and Ramanathan (1984) 
which allows the weight in combining forecasts to vary 
according to time. By proposing a new method known as a 
multi-process mixture-model approach, they have concluded 
that the results using the new method were very promising. 

In another study by Deutsch et al. (1994), the regime-
switching weights and smooth transition weight were used in 
developing the time-varying weight combining forecasts in 
studying the US and UK inflation rates. It was found that the 
smooth transition method performed better than the regime-
switching method. Nonetheless, the deficiency of this study 
lies in the difficulty of obtaining the optimal parameter 
estimation for the transition coefficient by minimizing the 
in-sample sum of squared errors. 

Across other continents in Europe, Swanson and Zeng 
(2001) carried out a comprehensive study from linear, time-
varying, and non-linear models by using 500 macroeconomic 
variables for the countries in the European Monetary Union. 
The results revealed that linear combination with equal or 
non-equal weight dominated all other combining methods.

Fameliti and Skintzi (2019) have performed various 
combinations on S&P 500 index. The methods included 
simple techniques to time-varying techniques. The empirical 
results concluded that combining methods outperform the 
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single method but there was no specific technique producing 
the best results from statistical and economic perspectives. 
By and large, the review of the literature has shown that there 
are very limited studies in time-varying combining volatility 
forecasts. The performance of the available methods was 
also limited to certain stock markets. Therefore, this study 
extends the literature by proposing a new time-varying 
combining method in this study. 

Meanwhile, trading volume has long been regarded as 
useful information in financial studies. There are two main 
theories developed to investigate the relationship between 
volatility and trading volume, the Mixture of Distributions 
(MDH) and the Sequential Information Hypothesis (SIH). 
MDH was proposed by Clark (1973) which suggested that 
volume and volatility are strongly positively correlated 
proposed. Since then, many subsequent works have 
validated the MDH theory (Karpoff, 1987; Chen et al., 2014; 
Slim & Dahmene, 2016; Zheng et al., 2019). On the other 
hand, Copeland (1976), Jennings et al. (1981) and Smirlock 
and Starks (1985) presented the Sequential Information 
Hypothesis (SIH) where the theory indicated that traders 
obtained the new information sequentially and randomly. 
Numerous results have concluded a positive lead-lag 
relationship exists between volume and volatility.

Based on the review, two hypotheses are formulated:

H1: The combined forecasts method outperformed the 
individual forecast models or methods.

H2: There is a positive relationship between volume and 
volatility of stocks return

In this paper, the objectives are two-fold. First, the study 
aims to investigate the performance of combining methods 
as compared to individual methods. Second, to explore the 
role of trading volume in combining methods. A details 
description of the methods and findings are presented in the 
following sections.

3.  Volatility Forecasting Methods

Various volatility forecast approaches used in this 
study are described in detail in the following section. The 
models were divided into two sections: individual volatility 
forecasting methods and combined volatility forecasting 
methods.

3.1.  Individual Volatility Forecasting Methods

The review of literature has indicated the superiority of 
individual volatility forecast models in some studies which 
are influenced by many factors such as time horizons, 
stylized facts in volatility behavior, news shocks, and 
others. Therefore, ad hoc methods, GARCH family models, 

and STES methods are used as benchmark models for the 
combining methods in this study.

3.1.1.  Ad Hoc Methods

Two ad hoc methods are used in this study: The moving 
Average method (MA30) and the Exponential Weighted 
Moving Average method (EWMA). The Moving Average 
Method (MA30) is the moving window of the last 30 daily 
observations while the Exponential Weighted Moving 
Average (EWMA) is the moving average method with 
exponential weight. The equation of the EWMA is expressed 
below: 

( )2 2 2
1

11
L

t t t j
jL− −= + − ∑σ βσ β σ � (1)

Where L is the length of the moving average and β is 
the decaying factor. The JP Morgan RiskMetrics model 
suggested β values of 0.94 and 0.97 for daily and weekly, 
respectively (Chuang et al., 2007).

3.1.2.  GARCH Model

The GARCH model was introduced by Bollerslev (1986) 
and has become the center of volatility forecast research. 
Many studies found that GARCH (1,1) is sufficient to model 
the variance changing over long sample periods (see Franses 
& Van Dijk, 1996; Choo et al., 1999; Sahadudheen, 2015; 
Rahmi et al., 2016; Nguyen & Nguyen, 2019; Golder et al., 
2022). In view of this, and for consistency, the GARCH 
(1,1) specification is chosen for all the GARCH models 
used in this study. The parameters in all GARCH models 
were estimated using the common procedure of maximum 
likelihood based on a Gaussian density function.

The GARCH (1,1) is expressed as:

2 ,    ~ (0, )= +t t t t tr Nµ ε ε σ � (2)

2 2 2

1 1
   

q p

t i t i j t j
i j

− −
= =

= + +∑ ∑σ ω α ε β σ � (3) 

where rt is the expected return of a financial asset, μt 
is the conditional mean, εt is the residual series, 2 tσ  is the 
conditional variance of the residual, ω, α and β are parameters 
to be estimated using the maximum likelihood estimation.

3.1.3.  I-GARCH Model

Noting that the impact of past shocks decays in the short 
run at an exponential rate in a standard GARCH model. On 
contrary, the shock decays at a slow pace but persists infinitely 
in the long run. Engle and Bollerslev (1986) extended the 
standard GARCH to an Integrated GARCH (I-GARCH) to 
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deal with this slow decay situation. The variance equation of 
IGARCH is expressed as follows:

		
2

,     ~ (0, )= +t t t tr Nµ ε ε σ � (4)

		
2 2 2

1 1
− −

= =

= +∑ ∑
q p

t i t i j t j
i j

σ α ε β σ .� (5)

With the constant term ω omitted and restriction of  
α + β = 1, the IGARCH model is capable of capturing the 
long memory of financial time series.

3.1.4.  GJR- GARCH Model

Glosten et al. (1993) further extended the standard 
GARCH by including a dummy variable to discriminate 
the positive and negative past shock to capture the leverage 
effects. The model is known as the GJR-GARCH model as 
specified as follows:

	 2
,     ~ (0, )= +t t t tr Nµ ε ε σ � (6)

	 2 2 2 2
, 1, 1, 1, 1,− − − −= + + +t n t n t n t n t nDσ ω αε βσ γ ε � (7)

where D is the dummy variable
The dummy variable is defined as:
a)  If 0,  1− −< =t i t iDε � (8)
b)  If 0,  0− −> =t i t iDε � (9)
It should be noted that the leverage effects only exist 

when 0>γ . Furthermore, the restriction on parameters is 

given as 1
2

+ + ≤
γ

α β .

3.1.5.  E-GARCH Model

Nelson (1991) extends the traditional symmetric linear 
GARCH models to the asymmetric non-linear Exponential 
GARCH (E-GARCH) model which is expressed as follows:

2
,     ~ (0, )= +t t t tr Nµ ε ε σ � (10)

2 2

1 1

ln( ) ln( )(
q p

t i t i
t i i j t j

i jt i t i

− −
−

= =− −

 
= + + +  

 
∑ ∑ε ε

σ ω α γ β σ
σ σ �(11)

where γ is the parameter of the asymmetric effect
The existence of an asymmetric effect is indicated by γ: 
a) If γ = 0, there is no asymmetric effect. 
b) �If γ > 0, the volatility increases along with a positive 

past shock which implies that volatility is more 
sensitive to good news than bad news. 

c) �If γ < 0, the volatility increases along with a negative 
past shock or bad news, implying the existence of 
leverage effects. 

The logarithmic form of conditional variance removes 
most of the restrictions given to parameters except the 
requirement of | β | < 1.

3.1.6. � Smooth Transition Exponential Smoothing 
(STES) Method

STES method was proposed by Taylor (2004) where a 
logistic function of a user-specified transition variable is 
used as an adaptive smoothing parameter 1−tα . The formula 
is written as

		  ( )2 2 2
1 1 1 1 1t t t t t− − − −= + −α ε α σσ � (12)

where

		    ( )1
1 

1       
1 exp−

−

=
+ +t

tV
α

β γ
� (13) 

The smoothing parameter varies between 0 and 1, and 
accommodates the changes in the transition variable, 

1−tV . As 
the STES method is not guided by any statistical theory in 
the choice of parameter optimization, it is then recommended 
to minimize the sum of in-sample 1-step-ahead prediction 
errors as in the formula below.

		    2 2

1

min ( )ˆ
=

−∑
T

t t
t

ε σ 2� (14)

Taylor (2004) proposed the use of 1  −tε  and 2
1  −tε  as 

transition variables in the STES method. The  tε  or the sign of 
past shocks is used to model the asymmetry in stock return 
volatility while 2

tε  is the size of the past shocks that permits 
more flexibility in modeling the dynamics of the conditional 
variance. Table 1 lists the five STES methods with the 
respective transition variables.

3.2.  Combining Volatility Forecasting Methods

In this study, the combining methods are implemented 
as a second stage in the forecasting process after two 
or more individual conditional variance forecasts have 
been produced. Based on the review of the literature, the 
combining methods applied in this study can be concluded 

Table 1: STES Methods and Their Choices of Transition 
Variables

STES Method Transition Variables

STES-E εt–1

STES-SE ε2
t–1

STES-AE |εt–1|
STES-E&AE εt–1 and |εt–1|
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into 2 categories, fixed weights combining methods and 
time-varying weight combining methods. Time-varying 
combining methods emerged following the argument that 
the combining weight should change according to time to 
adapt to the changing relative superiority of the forecasts. 
Several combining methods with varying weights were then 
proposed. For instance, Discounted Squared Forecasting 
Error (DSFE) was proposed by Diebold and Pauly (1987) 
and Stock and Watson (2004). LeSage and Magura (1992) 
suggested a mixture-model approach to combine forecasts. 
Deutsch et al. (1994) proposed a combining method with the 
weight derived from regime-switching weights or smooth 
transition weights for time-varying combining forecasts. 
The changing weight was varying in accordance with the 
fluctuation in a regime and the weight can be estimated from 
two approaches: first using the lagged forecast errors from 
the fundamental forecasts whilst the second is based on 
the regime on a related economic variable. Hardle (1990) 
introduced a non-parametric kernel regression approach with 
time-varying parameters. The weight as proposed by Yang 
(2004) was calculated using mean squared error (MSE).

3.2.1.  Fixed Weights Combining Method

The simplest approach to combine the forecast 
methods is the Simple Average (SA) method proposed 
by Zarnowitz (1967). While this method is simple, 
various studies have documented that its performance is  
better than most complicated forecasting approaches 
(Hendry & Clements, 2004; Timmermann, 2006). The 
equation of SA is:

		    
2 2
,1 ,22

,

( )ˆ ˆ
ˆ

2
+

= t t
t c

σ σ
σ � (15)

where 2
,ˆ t cσ  = combined forecast for period t,

2
,1ˆ tσ  = first individual forecast for period t, 

2
,2ˆ tσ  = second individual forecast for period t.

In their seminal work, Bates and Granger (1969) 
proposed an optimal method of combining or also known 
as the minimum variance method. The linear weight of the 
combining is calculated by minimizing the error variance 
of the combination (by assuming unbiasedness for each 
forecast), specified as follows:

		    ( )2 2 2
, ,1 ,21ˆ ˆ ˆ= + −t c t tw wσ σ σ � (16)

where the weights, w, take the value from 0 to 1.

3.2.2.  Smooth Transition (ST) Combining Method

The smooth transition weights method is one of the time-
varying combining forecasts using the regression model. 
The combining weight is allowed to change gradually as 
the system passes from one regime to another by using a 
continuous function for the values of the coefficient. The 
smooth transition combining model is in the form:

		  ( )2 2 2
, ,1 ,21ˆ ˆ ˆ= + −t c t tw wσ σ σ � (17)

where ( )1 1

1 
1 exp  −

=
+ +t

o t

w
b bV

 and 1−tV  is a transition 

variable. 
The transition variables used in this study are listed in 

Table 2. The logistic function enables the value of the time-
varying weight to evolve and adapt in relation to the changes 
in the characteristics of the transition variable, 1−tV . If the 
coefficient of  1−tV  in the exponential expression is greater 
than 0 and 0b  is a positive value, the logistic function is a 
monotonically decreasing function of 1−tV . Thus, when 1−tV  
increases from a large negative value to a large positive 
value, the impact on combining forecast, 2

,ˆ t cσ , will gradually 
shift from the first individual forecast, 2

,1ˆ tσ  to the second 
individual variance forecast, 2

,2ˆ tσ . In other words, more 
weight is put on the 2

,1ˆ tσ  rather than 2
,2ˆ tσ .

In the same manner, as the transition variable applied 
in STES methods explained above, trading volume is also 
considered a transition variable in this study. The effects of 
the trading volume on forecast performance are in the forms 

Table 2: Transition Variable in Smooth Transition Combining 
Weight Method

Combining Method Transition Variable

ST1 εt–1

ST2 ε2
t–1

ST3 |εt–1|
ST4 εt–1, |εt–1|
ST5 εt–1, vol
ST6 εt–1, ε2

t–1, indvol
ST7 εt–1, ε2

t–1, vol
ST8 εt–1, |εt–1|, indvol
ST9 εt–1, |εt–1|, vol
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of lagged trading volume, volt–1 and, indicator volume. The 
trading volume has been scaled by dividing by 1010. On the 
other hand, indicator volume, as suggested by Donaldson 
and Kamstra (2005) is a dummy variable to indicate if the 
high or low trading volume influences the volatility forecast. 
The description of indicator volume, indvol is shown in the 
equation below:

5

1
21

1if Volume  Volume
ind vol 4

other

1

wis  0 e

t t i
it

− −
=−


>= 



∑
� (18)

Table 2 lists a total of nine (9) combination methods 
evaluated in this study. The ST1 and ST2 methods use the 
sign of past shock 1−tε  and the size of the past shock 2

1−tε  as 
transition variables, respectively. ST3 adopts the past shock 
and the absolute past shock 1−tε  |as the transition variables. 
The role of lagged volume as a transition variable was tested 
in ST5, ST7, and ST9 while indicator volume as a transition 
variable was assessed in ST6 and ST8. Parameters were 
estimated using the same minimization described for the 
exponential smoothing and minimum variance combining 
methods.

3.3.  Post-Sample Forecasting Evaluation Criteria

Two criteria namely RMSE and MAE are used to 
evaluate post-sample forecast accuracy. Brooks (1998) 
mentioned that Root mean squared error (RMSE) is the most 
preferred accuracy criterion for evaluating the performance 
of volatility forecasting models. However, Franses and 
Ghijsels (1999) claimed that this principle gives a quadratic 
loss function that is brought to spurious estimation when 
outliers exist. Other than RMSE, mean absolute error (MAE) 
was used to measure the post-sample forecast accuracy. The 
MAE is said to be more robust to outliers. The root formula 
mean squared error (RMSE) and mean absolute error (MAE) 
are presented as:

		  RMSE = ( )22 2

1

1 ˆ
=

−∑
N

t t
tN

ε σ � (19)

		  MAE = 2 2

1

1 ˆ
=

−∑
N

t t
tN

ε σ � (20)

3.4.  Robustness Check

In addition to RMSE and MAE, the Diebold and Mariano 
(1995) test is employed to evaluate equal predictive ability 
among the ST methods. The DM statistic is defined as:

		  
 ( )

  
 

=
dDM

lrv d
� (21)

Where ( ) ( )( )
1

1 
=

= −∑
N

jt it
t

d l e l e
N

 is the average loss 

differential, and e is the error term.  ( )lrv d  is a consistent 
estimate of the long-run asymptotic variance of d  which is 
expressed in the equation:

		   ( )
1

0
1

1 ( 2 ˆ )ˆ
−

=

= + ∑
h

k
k

lrv d
T

γ γ � (22)

where ˆkγ  is an estimator of the kth autocovariance of 
the td .

3.5.  Data

This study used the daily stock indices and their respective 
trading volume for 7 major markets comprising Amsterdam 
(AEX), Frankfurt (DAX), Hong Kong (Hang Seng), New 
York (S&P 500), Paris (CAC 40), Tokyo Nikkei225 (Nik) 
and Shanghai (SSE). Each series contains of a total 2000 
observations, covering about nine (9) years from November 
2011 with the ending period on 31 December 2019 (for all 
the seven series). The first 1500 observations were used for 
model estimation and the remaining 500 observations were 
used for post-sample evaluation. The forecasts in this study 
were based on one-day-ahead volatility forecasting. 

4.  Results and Discussion 

The in-sample and post-sample volatility performance of 
the respective model were evaluated under MAE and RMSE 
criteria and is summarized by the Mean Theil-U ranking. 
A lower value Mean Theil-U implies a better forecasting 
performance. 

4.1.  Performance of Individual Forecasting Methods

Tables 3 and 4 present the RMSE and MAE results 
calculated for 500 post-sample forecasts produced by the 
individual models: standard methods (MA30, EWMA, 
GARCH, GJR, IGARCH, EGARCH) and the STES methods. 
To ease the comparison, the mean value of a Theil-U measure 
was calculated for all seven series with reference to the GJR 
model, and the rank score is calculated based on the mean 
values where a smaller mean value denotes a better model, 
indicated in bold. 
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Table 3: Summary of RMSE for 500 Post-Sample Volatility Forecast Methods (x 106)

NIK SSEI AEX HSII S&P DAX CAC Mean 
Theil U Rank

Standard Methods

MA30 261 334 129 234 212 155 142 1.025 10
EWMA 256 330 126 233 207 153 139 1.008 8
GARCH 255 330 125 232 203 153 139 1.003 6
GJR 253 330 124 233 203 153 138 1.000 3
IGARCH 256 330 126 232 209 154 139 1.010 9
EGARCH 254 330 126 233 203 153 138 1.003 5

STES Methods

STES-E 256 330 126 232 205 153 139 1.006 7
STES-SE 254 329 125 232 202 153 138 1.000 4
STES-AE 254 329 125 232 203 153 138 1.002 2
STES-E&AE 253 329 124 232 202 152 137 0.997 1

Table 4: Summary of MAE for 500 Post-Sample Volatility Forecast Methods (x 106)

NIK SSE AEX HSII S&P DAX CAC Mean 
Theil U Rank

Standard Methods

MA30 130 160 72 134 102 96 82 1.052 10
EWMA 127 159 70 133 99 94 80 1.030 6
GARCH 124 160 72 140 93 97 85 1.046 9
GJR 123 168 67 123 106 100 66 1.000 4
IGARCH 127 159 70 133 101 99 80 1.039 8
EGARCH 140 160 73 123 101 103 65 1.024 5

STES Methods

STES-E 127 157 70 134 99 96 81 1.032 7
STES-SE 254 329 125 232 202 153 138 0.960 3
STES-AE 114 150 64 131 89 90 73 0.955 2
STES-E&AE 109 151 62 130 89 90 71 0.942 1

Overall, in terms of RMSE and MAE for individual 
models, the GJR model emerged as the best model in the 
standard method category while in the STES method category, 
the STES-E&AE model is the best performer. This illustrates 
that the combination of 1 −tε  and 1−tε  as transition variables 
produced a better forecasting method compared to using a 

single transition variable. Both the results were consistent 
with previous studies (Choo et al., 1999; Taylor, 2004; Liu 
et al., 2020; Wan et al., 2021). Based on this result, the best 
performing model for the standard method and STES method, 
GJRGARCH and STES-E&AE respectively, are thus selected 
for the construction of the combining forecasts models.
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Table 5: Summary of RMSE for 500 Post-Sample Volatility Forecast Methods (x 106)

RMSE NIK SSE AEX HSII S&P DAX CAC Mean 
Theil U Rank

Individual Methods

MA30 261 334 129 234 212 155 142 1.025 25
EWMA 256 330 126 233 207 153 139 1.008 22
GARCH 255 330 125 232 203 153 139 1.003 16
GJR 253 330 124 233 203 153 138 1.005 13
GJR-indvol 256 330 125 241 203 153 138 1.008 21
GJR-vol 257 330 125 236 203 153 139 1.005 19
IGARCH 256 330 126 232 209 154 139 1.010 23
EGARCH 254 330 126 233 203 153 138 1.003 15
STES-E 256 330 126 232 205 153 139 1.006 20
STES-SE 254 329 125 232 202 153 138 1.000 12
STES-AE 254 329 125 232 203 153 138 1.002 14
STES-E&AE 253 329 124 232 202 152 137 0.997 11
STES-indvol 256 330 125 232 205 153 138 1.004 17
STES-vol 256 330 126 232 204 153 138 1.004 18

Fixed Weight Combining Forecast Methods

SA _GJR + STES -EAE 252 329 124 232 199 151 137 0.993 9
B&G _GJR + STES EAE 253 329 125 240 203 160 139 1.013 24

Smooth Transition Weight Combining Forecast Methods

ST1 εt–1 253 329 123 233 192 150 138 0.988 3
ST2 ε2

t–1 252 329 123 233 197 150 139 0.992 8
ST3 |εt–1| 251 329 123 233 199 150 140 0.995 10
ST4 εt–1, |εt–1| 252 329 123 232 192 150 140 0.989 5
ST5 εt–1, vol 252 329 123 232 192 150 139 0.989 7
ST6 εt–1, ε2

t–1, indvol 252 329 125 232 191 149 140 0.989 6
ST7 εt–1, ε2

t–1, vol 252 329 123 232 192 150 139 0.989 4
ST8 εt–1, |εt–1|, indvol 251 329 123 232 192 149 140 0.988 1
ST9 εt–1, |εt–1|, vol 251 329 123 232 192 149 140 0.988 2

4.2. � Performance of Combining  
Forecasting Methods

The results of the post-sample forecast for smooth 
transition combining methods as well as the individual 
methods and conventional combining methods are 
summarized in Tables 5 and 6. Mean Theil-U values were 
calculated for the total seven stock indices series with the 
GJR model as a reference. The values in bold in the rank 

column exhibit the best five performing models, of which 
generally the ST combining methods have better predictive 
power as compared to individual models and fixed weight 
combining methods.

In addition, as shown in Table 5 with RMSE as 
evaluation criteria, the best model is ST8 with 1−tε , 1 ,−tε   
indvol as transition variables and followed by ST9 where 

1−tε , 1 ,−tε  lagged volume vol as transition variables. The 
third best model is ST1 with 1−tε  as a transition variable. 
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The 4th and 5th best models were ST7 and ST4. It is also 
interesting to note that Bates and Granger (1969) combining 
method did not perform well as compared to other models 
except MA30. On the other hand, it seems that the inclusion 
of trading volume in the form of indvol and vol as transition 
variables in ST methods gave the best results. It is interesting 
to note that the simple average combining method (SA) 
performed better than Bates & Granger (B&G) combining 
method. The performance of SA in this study as compared 
to other individual methods is consistent with the findings of 
Timmermann (2006).

Similarly, ST combining methods stand out among all 
the individual methods, simple combining method as well 
as Bates & Granger method in terms of MAE. The best 
model is ST7 with 1−tε , 2

1,−tε  vol as transition variables. 
ST5 emerged as the second-best performing model where 
the transition variables consist of 1−tε  and lagged volume, 
vol while the third is the ST6 which formed by the 1−tε , 2

1−tε
and indvol transition variables. The results demonstrate the 
role of trading volume in improving forecast accuracy which 
is in line with the studies by Brooks (1998), Donaldson and 
Kamstra (2005), and Liu et al. (2020). The performance of 
fixed weight combining methods based on the MAE criterion 
indicates opposing results compared to the RMSE criterion. 
Bates and Granger’s (1969) combined method outperformed 
all the individual methods except STES-E&AE. 

4.3.  DM Test

The Diebold-Mariano (DM) test was further employed 
to validate the equal predictive power of ST methods as 
compared to other forecast methods. The results in terms of 
MAE and RMSE were summarized in Tables 7 and 8. The 
numbers in the tables were the total number of stock indices 
series that perform better as compared to the tested reference 
model.

In terms of MAE, the results generally demonstrate that 
the combining methods were significantly better than the 
majority of the individual methods, particularly the MA30 
methods and GJR-indvol. For STES models, STES-E&AE 
and STES-AE were found as good as the combining methods 
either the fixed weight combining methods or ST combining 
methods.

When using the RMSE as an evaluation criterion, it was 
found that Bates and Granger (1969) combining method 
was generally not significantly better than most of the 
individual methods across all the seven series except MA30 
and IGARCH models. It is interesting to note that while the 
forecast errors of the GJR, EGARCH, and GJR-vol models 
are bigger than other ST combining methods, the DM tests 
indicated the opposite results.

5.  Conclusion 

Forecasting volatility of return of financial assets has 
attracted extensive attention from both researchers and 
practitioners globally. The work in the past few decades had 
laid the foundation for the development of volatility forecast 
models of high accuracy. Combining forecasts method is 
one of the methodologies proposed to improve forecasting 
performance. Combining forecast methods can be classified 
into two categories: fixed weight combining methods and 
time-varying weight combining methods. The former uses 
the fixed weight in combining while the latter applies the 
weight that changes over time to cater to the changing 
relative superiority of the forecasts.

This study aims to examine the performance of the 
time-varying weight-combining method in volatility 
forecasts. Smooth transition (ST) combining methods with 

1−tε , 2
1 1 ,− −t tε ε , indvol and vol as transition variables were 

developed and compared with individual methods (MA30, 
EWMA, GARCH family models, and STES Models) as 
well as fixed weight combining forecasts methods (Simple 
Average and Bates & Granger methods) in volatility forecast.

Using seven major stock indices, a total of nine ST 
combining methods were developed. The performance of 
post-sample forecasting was evaluated using RMSE and 
MAE. In general, the post-sample forecasting performance 
shows that ST combining forecast methods outperformed all 
the individual models and fixed weight combining models. 
The inclusion of the lagged trading volume as a transition 
variable in the form of high/low volume indicators and 
volume has contributed substantially towards the forecasting 
performance. It is also surprising to note that the Bates & 
Granger combining method was the second lowest ranked 
based on the RMSE evaluation criterion, implying that ST 
combining forecasts methods, Simple Average combining 
forecasts method, individual GARCH family models, and 
individual STES methods are better forecasting models.

In terms of MAE evaluation criterion, the inclusion of 
trading volume as a transition variable in the model has 
improved the predictive power in the ST combining forecasts 
methods as well as the individual models such as GJR-vol, 
STES-involve, and STES-vol as documented in past studies 
(Brooks, 1998; Donaldson & Kamstra, 2005; Liu et al., 
2020).

The results of the DM Test concluded that the predictive 
power of all the ST combining methods is significantly 
better than all the individual methods particularly the MA30 
and fixed weight combining method based on both RMSE 
and MAE.

The results concluded that the time-varying combining 
weight approach to combining forecasts is superior to all 
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other individual methods as well as fixed weight combining 
forecasts methods. Based on the RMSE as the evaluation 
criterion, the DM test result shows that Bates & Granger 
combining method performed poorly across the seven stock 
indices series where GJR, EGARCH, STES-AE, and STES-
E&AE are significantly better than the Bates & Granger 
combining method.

In future research, it would be interesting to study other 
transition variables such as implied volatility and realized 
volatility. As only a one-step-ahead forecast was considered 
in this study, it is also recommended to investigate multi-
step-ahead prediction in ST combining methods. Another 
potential research is to extend the ST combining methods 
from two models to three models.
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