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1. INTRODUCTION

COVID-19 refers to pneumonia caused by a new

type of coronavirus infection that began to spread

in 2019, and is an acute respiratory infectious

disease. The virus that causes this pneumonia can

spread widely among people through respiratory

droplets. In addition, objects that a person infected

with the virus has come into contact with may also

have residual virus, and people may become in-

fected by touching these objects. Therefore, wear-

ing a mask to travel and maintaining social dis-

tance in public places has become an important

method to prevent the spread of the epidemic. At

the same time, because the virus has the charac-

teristics of contact transmission, the use of contact

identification methods such as fingerprints or palm

prints in public places also poses security risks.

Facial recognition systems are much safer than

other recognition methods because they avoid un-

necessary contact. When masks become a neces-

sity of life, it also poses challenges to existing face

recognition systems [1]. The current deep learn-

ing- based face recognition method has achieved

a good recognition rate in the face recognition of

unobstructed objects, but it can no longer accu-

rately identify the identity in the face of a large

area of ​​occlusion [2]. The main reason is that when

training the face recognition neural network model,

the face data wearing masks was not used for

training [3]. Therefore, in order to improve the rec-

ognition rate of the face recognition system facing

the mask occluded face, a mask-wearing face da-

taset with a large number of samples is needed.

In the current lack of this type of data set, in order

to better train the neural network to recognize the

face wearing a mask, this paper solves this prob-

lem by wearing a mask to the face image in the

existing face recognition data set.
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2. RELATED TECHNOLOGIES

2.1 STN 

The spatial transformer networks (STNs) mod-

ule mainly consists of three parts: localization net-

work, parameterized sampling grid, and image

sampling [4]. The input of the localization network

is the original image, and the output is a trans-

formation parameter p, which maps the coordinate

relationship between the input image and the ideal

image. The parameter sampling network performs

affine transformation on the feature image, and ob-

tains the corresponding feature relationship by

transforming the parameters and the coordinate

position of the input feature map. Image sampling

is to transform the original image through the fea-

ture relationship obtained by the first two net-

works to obtain the desired image. The main idea

is to spatially transform the input image and output

a transformed ideal image. This paper will use the

spatial transformation network to transform the

mask image to make it conform to the contour of

the face, so as to obtain a realistic face image

wearing a mask. One of the main reasons for using

the spatial transformation network in this paper is

that it is not necessary to label the control points

of the mask image in advance, which improves the

practicability of the algorithm. To achieve this

goal, this paper will use a generative adversarial

network to optimize the parameter p of the spatial

transformation network.

2.2 Pyramid Convolutional Network

PyConv uses a pyramid-structured convolution,

which contains convolution kernels of different

depths and scales, and can extract features of dif-

ferent scales at the same time [5]. The structure

of PyConv is shown in Fig. 1. It contains a pyramid

composed of n layers of convolution kernels in dif-

ferent sizes, which can use multi-scale kernels to

process the input without increasing the computa-

tional complexity and the number of parameters.

The kernel contains different spatial scales, the

larger the convolution kernel scale, the lower the

depth. Since PyConv uses convolution kernels of

different depths in different layers, it is necessary

to divide the input features into different groups

and perform convolution calculations independ-

ently, which is called group convolution.

During the construction process, the number of

channels in each layer of PyConv should be the

same, which means that the number of input chan-

nels must be an exponential times of 2.

2.3 WGAN

Generative adversarial networks have always

been difficult to train and unstable due to the need

to achieve Nash equilibrium during training. The

instability problem can also lead to mode collapse,

resulting in a lack of diversity in sample gen-

eration, which is difficult to improve even with in-

creased training time [6]. The Wasserstein GAN

better solves the problem of unstable training, and

no longer needs to carefully balance the training

levels of the generator and the discriminator, en-

suring the diversity of the generated results [7].

3. The combination of STN and WGAN- div 

generative adversarial network using 

Pyramid convolutional nerual network

The goal of this paper is to perform image syn-

thesis given a normal face image  , a mask image

 , and a mask M. Perform spatial transformation

Fig. 1. The Model of the Pyramid Convolutional Network.
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on the mask image, correct its perspective, posi-

tion, and orientation, so that the synthesized photo

can be more natural.

Compared with the method of superimposing the

labeled mask image on the recognized face through

key point positioning, this paper proposes an image

synthesis model that uses a pyramid convolution

improved WGAN-div neural network combined

with a spatial transformation network. (Py-

WGAN-div), the model does not require any ad-

vance annotation of synthetic images during

training. The model takes the generative adversa-

rial network as the main body, and improves the

neural network part of the generator and the dis-

criminator respectively, and its structure is shown

in Fig. 2.

In the generator part, the original generative ad-

versarial network generates new images through

a random noise. However, the directly generated

images will have many problems, such as the low

resolution of the generated face, and the wrong

mask being synthesized on the face as the skin

color. The purpose of this paper is to construct

paired face data (including image pairs of faces

without masks and wearing masks), rather than

generating random faces. Therefore, the generator

in this method generates a set of updated deforma-

tion parameters ∆ (and the deformation parame-
ters are continuously updated as the optimization

progresses).

Compared with standard single convolution,

multi-scale convolution can expand the receptive

field of the convolution kernel without additional

parameters, and obtain different spatial resolutions

and depths due to the use of different sized con-

volution kernels [8]. The depth of the convolution

kernel decreases as the size decreases, so that the

convolution kernels of different sizes bring com-

plementary information and help to obtain richer

features.

In the structure design of the generator network,

this paper adopts the network structure of PyConv.

First, the input normal face image and mask image

are superimposed by the number of channels, and

then features are extracted through a large 7×7

convolution kernel. The purpose of using a large

7×7 convolution kernel is to preserve the in-

formation of the original image as much as possible

and reduce the amount of computation. Then four

PyConv volume base layers with batch normal-

ization layers removed. The purpose of removing

the batch normalization layer in the convolutional

Fig. 2. The overall structure of the network.
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layer in PyConv is to reduce the computational

complexity and improve the training efficiency.

The first PyConv layer in the generator uses four

convolution kernels of different sizes (3×3, 5×5,

7×7, 9×9) to obtain features of different scales to

enhance the feature extraction capability of the

model. The output of the generator is an 8-dimen-

sional vector that is used as a parameter for the

spatial transformation network.

The input data of the discriminator is composed

of real face images wearing masks and synthetic

masks wearing images. The synthetic image is

generated by the fusion of the deformed mask im-

age and the unoccluded face image generated by

the spatial transformation network, and the param-

eters of the spatial transformation network are

generated by the generator. After the image is dis-

criminated by the discriminator network, a score

is output to represent the quality of image synthe-

sis. The discriminator network is compared with

the generator in that it does not use a fully con-

nected layer, but passes a 3×3 convolution to obtain

a 5×5×1 matrix to calculate the score.

This paper will use the objective function of

WGAN-div as the optimization index. Although

WGAN has been optimized to a large extent com-

pared with GAN network, it still shows the prob-

lems of slow convergence and difficult training

during the training process [9]. The main reason

is that weight reduction is used directly when deal-

ing with the constraints of the Lipschitz continuous

condition, and most of the weights are within plus

or minus 0.01 [10]. The discriminator hopes to wi-

den the gap between real and fake samples as

much as possible. Later, WGAN-GP and SNGAN

proposed by other researchers achieved Lipschitz

constraints through gradient penalty and spectral

normalization methods, respectively. And WGAN

cannot use momentum-based optimization algo-

rithms. WGAN-div proposes the W divergence

shown in formula (1) to really reduce the distance

between the two distributions, and the settings of

k and p are selected according to experience.


max

∈  ∼    ∼  
 ∼  ∥∇∥  (1)

4. EXPERIMENT RESULT

4.1 Experimental data

The image data used for training in this paper

is selected from the face mask dataset like AR face

Fig. 3. Network training flow chart.
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database and so on, the images captured from the

Internet using web crawlers, and some images se-

lected from the face mask dataset synthesized by

other researchers [11]. After random translation,

rotation, and scaling of the selected images, a total

of 158,462 face images with masks were obtained

as a dataset. Among them, 142,618 images (about

90%) are used as the training set to train the dis-

criminator, and the rest are used as the test set.

The image size in the dataset is uniformly scaled

to 144 × 144 pixels [12]. And hand-made 20 masks

of various types and colors. The size of the mask

picture is also 144 × 144 pixels, and the mask is

basically located in the center of the picture, as

shown in Fig. 4.

Fig. 4. Mask Images used in the experiment processing.

4.2 Analysis of results

The experiment uses the Py-WGAN-div-based

generative adversarial network to train the training

set, and randomly selects face pictures and mask

pictures from the training set during training. The

synthesized images become more natural after ev-

ery 50,000 iterations and updating the trans-

formation parameters of the mask when training

with our method. It can be seen that the position

of the mask gradually becomes more suitable for

the face as the training progresses, and finally a

more realistic image of the face wearing the mask

is obtained.

When comparing algorithms, this paper selects

the key point matching algorithm, algorithms based

on GAN, DCGAN, and WGAN for comparison.

According to the experiments in this paper, the

original generative adversarial network algorithm

has poor effect on face mask synthesis, and the

mask can hardly cover the correct position. There-

fore, this paper adds a space transformation net-

work (STN) between the generators and discrim-

inators of GAN, DCGAN, and WGAN in the com-

parison group algorithm for a more reasonable

comparison. Fig. 5 is a comparison chart of the ef-

fect of different algorithms corresponding to differ-

ent masks and face synthesis. In the comparison,

5 masks of different styles were selected, including

the most common blue surgical masks, KN95

masks, pink, checkered, and speckled masks. The

comparison experiment also selected four different

skin tones and backgrounds, including various skin

tones and background colors. Different faces, dif-

ferent masks, and different algorithms are com-

pared, and the results are shown in Fig. 5. As can

be seen in Fig. 5(a) and Fig. 5(b), when the face

pose is relatively good, various algorithms can bet-

ter synthesize the mask into the face image.

Among them, the algorithm based on key point

matching and the algorithm in this paper are the

best, but the image produced by the algorithm in

this paper is more natural and realistic.

It can be clearly seen in the figure that the effect

of the pictures generated by the algorithms based

on GAN and DCGAN is relatively poor, and the

mask will cover the eyes or completely exceed the

outline of the face; while the effect of the WGAN

method is better than that of the algorithms based

on GAN and DCGAN, However, synthetic masks

cannot fit the contours of the human face well. The

face in Fig. 5(c) is skewed to the right. In the re-

sults of other methods except this method, the

mask can only fit the left half of the face well, and

the mask on the right half of the face will be too

large. At this time, although the algorithm in this

paper is not very ideal, it can basically fit the con-

tour of the face, which is relatively better. For the

face with bowed head in Fig. 5(d), except for the

algorithm based on key points and the algorithm

in this paper, the face mask image obtained by oth-
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er algorithms has a large distortion, which is man-

ifested in that it cannot cover the chin, mouth and

nose, or cover it. The area that should not be cov-

ered, in contrast, when the face pose in the image

is not facing the camera, the face mask image ob-

tained by the algorithm in this paper is still better.

To sum up, it can be concluded that when the face

pose in the image is not facing the camera, all the

algorithms obtained face images with masks are

lacking, but the algorithm in this paper is obviously

better than other algorithms in the effect of face

mask synthesis. It can basically fit the contours

of the face, without blocking the undesired parts,

and the details are more realistic.

In order to compare the synthesis effects of dif-

ferent algorithms more objectively, this paper uses

IS Score (inception score), structural similarity

(Structural SIMilarity), and depth feature metric

image similarity (learned perceptual image patch

similarity) three indicators to objectively evaluate

each algorithm [13]. The effect of different GAN

models on mask synthesis.

The IS evaluation method feeds the generated

images into the trained Inception classification

model. The output of the Inception classification

model is a 1000-dimensional label, each dimension

of which represents the probability that the input

image belongs to a certain class. If the training re-

(a) (b)

(c) (d)

Fig. 5. Comparison of the results of different algorithms using 4 samples from (a) to (d). 
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sults are good, the results will be more concen-

trated. The results are shown in Table 1. Although

the masks generated by GAN and DCGAN net-

works are far from the desired results, their IS

scores are higher than our algorithm. This phe-

nomenon occurs because although IS can be used

as an indicator of image synthesis quality, this in-

dicator cannot really reflect the details in the syn-

thesized image, such as whether the mask cor-

rectly covers the person's mouth and nose, and

whether the area covered by the mask is too large.

Loss of facial information, other parts of the face

are enough to be retained and so on. Therefore, this

paper also conducts manual evaluation on the gen-

erated images. The method of manual evaluation

is to score 100 groups of different face images to

20 people. Each group of images includes the origi-

nal image of the face, the type of mask worn, and

the images synthesized by the two methods.

Whether the image is real or not is judged, and

the judgment results are shown in Table 1. It can

be seen from the discrimination results that the im-

ages synthesized by this method are more realistic.

In addition, this paper adopts two relatively ob-

jective evaluation methods, structural similarity

(SSIM) and learned perceptual image patch sim-

ilarity (LPIPS), to evaluate the generated images.

SSIM is a reference image quality evaluation in-

dex, which compares and measures the similarity

of images from three aspects: image brightness,

image contrast and image structure [14]. The depth

feature metric image similarity uses feature maps

extracted by a pre-trained neural network to quan-

tify the perceptual difference between two images.

The more similar the two images, the closer the

distance. The comparison results of SSIM and

LPIPS indicators are shown in Table 2.

It can be seen from Table 2 that the proposed

algorithm has a higher structural similarity than

the comparison algorithm. The very small sim-

ilarity of the depth feature metric image indicates

that the distance between the synthetic mask

wearing image and the real face wearing a mask

is very close, which fully proves the effectiveness

of the algorithm in this paper.

5. CONCLUSION

This paper proposes a method of wearing masks

to face images that combines generative adversa-

rial network and spatial transformation network,

and adopts the transformation parameters of spa-

tial transformation network generated by gen-

erative adversarial network in the design, instead

of directly generating face and mask fusion The

special design of the post image. The multi-scale

convolution method is used when designing the

neural network, so that the generator can better

extract features. During training, the Wasserstein

divergence is used as a calculation to measure the

distance between two different samples, which

overcomes the problem of difficulty in training the

generative adversarial network and prone to mode

collapse. Compared with other methods, the meth-

od in this paper is more realistic on the synthetic

image, and the mask fits the face better.

The experimental results show that the neural

network model can learn the corresponding trans-

formation parameters and synthesize high-quality

Table 1. Image authenticity recognition rate.

Method Inception Score Artifical(%)

GAN 2.641 0

DCGAN 2.492 30

WGAN 2.185 72

Proposed Method 2.297 79

Table 2. Recognition performance results.

Method
Structural
similarity

Learned Percetual
image patch similarity

GAN 0.625 0.181

DCGAN 0.793 0.110

WGAN 0.907 0.049
Proposed
Method

0.941 0.011
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images of faces wearing masks when neither the

face nor the mask is marked. The experimental re-

sults confirm that the fused face image is not dis-

torted and retains the facial features well, and also

covers the mask to the correct position of the face.

In the research process, it is also found that the

method in this paper is not perfect when only half

of the face is visible due to the angle problem.

Therefore, how to synthesize masks without dis-

tortion on face pictures from any angle will be a

further research direction; further, we will use the

mask-wearing face dataset produced in this paper

to conduct face recognition research on mask oc-

clusion.
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