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Abstract 

 

Anonymization technology is an important technology for privacy protection in the process of 
data release. Usually, before publishing data, the data publisher needs to use anonymization 
technology to anonymize the original data, and then publish the anonymized data. However, 
for data publishers who do not have or have less anonymized technical knowledge background, 
how to configure appropriate parameters for data with different characteristics has become a 
more difficult problem. In response to this problem, this paper adds a historical configuration 
scheme resource pool on the basis of the traditional anonymization process, and configuration 
parameters can be automatically recommended through the historical configuration scheme 
resource pool. On this basis, a privacy model hybrid recommendation algorithm for user 
satisfaction is formed. The algorithm includes a forward recommendation process and a 
reverse recommendation process, which can respectively perform data anonymization 
processing for users with different anonymization technical knowledge backgrounds. The 
privacy model hybrid recommendation algorithm for user satisfaction described in this paper 
is suitable for a wider population, providing a simpler, more efficient and automated solution 
for data anonymization, reducing data processing time and improving the quality of 
anonymized data, which enhances data protection capabilities. 
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1. Introduction 

With the rapid development of new generation information technologies such as cloud 
computing, Internet of Things, artificial intelligence and mobile Internet, global data is 
showing an exponential growth trend. Through big data analysis and mining technology, we 
can discover the rules and trends of things, which can help managers make decisions. However, 
when analyzing and mining massive data, personal data will become easier to obtain and 
disseminate, and at the same time, violations of personal privacy rights are difficult to detect. 
Therefore, how to apply privacy protection technology to protect personal privacy rights from 
being violated has become an urgent problem to be solved. One of the solutions is to use 
anonymization technology. 

As one of the most important privacy protection technologies, anonymization technology 
mainly implements privacy protection for the data release stage. The concept of anonymity 
was proposed by Samarati [1]. Anonymization technology refers to the anonymization of data 
through generalization or suppression technology in the data release stage, reducing the 
probability of attackers obtaining user identity and sensitive information, and protecting user 
privacy. The use of data anonymity technology effectively realizes the function of privacy 
protection of big data release [2]. At present, the anonymization process for the data release 
stage is usually: (1) importing the original data; (2) anonymizing the original data; (3) 
generating the anonymized data; (4) safely releasing the data. 

Obviously, there are still many problems in the details of this process. For example, for data 
with different characteristics, what technology should the data publisher use to anonymize the 
original data, and how should the anonymized data be evaluated to determine whether it meets 
the requirements. In response to these problems, some researchers have supplemented some 
aspects of the process. After proposing the datafly anonymization algorithm, Sweeney [3] 
proposed a method based on the generalization level. It uses the Precision formula to compare 
the generalization level of each quasi-identifier in the data table before and after generalization 
to calculate the availability of data. Dankar [4] presents metrics on when and how to apply 
marketer risk measurement models to disclosure control risk. 

These methods effectively complement the missing part of the anonymization process 
described above for evaluating post-anonymized data. Unfortunately, they have done excellent 
work in their respective fields, but have not integrated the entire anonymization process to 
improve, and no one has considered the difficulty of anonymizing data for non-professionals. 
For the data publisher, his ultimate goal is to make the published data have sufficient utility, 
that is, the information loss of the anonymized data is small, and at the same time, the 
published data is protected from the risk of re-identification as much as possible. For a data 
publisher with sufficient privacy protection knowledge, he can reconfigure the parameters 
according to the evaluation results and proceed to the next iteration. However, for a data 
publisher without sufficient privacy protection knowledge background, his configuration 
cannot meet the requirements with a great probability, and thus may not obtain satisfactory 
results. Moreover, even data publishers with sufficient knowledge of privacy protection cannot 
guarantee satisfactory results in a relatively short period of time. Therefore, the traditional 
anonymization process has the shortcomings of low efficiency, long time, and uncertain results. 
For these problems in reality, the above-mentioned researchers did not mention them. 

In view of the above problems, this paper integrates various important aspects of 
anonymization technology, and designs a privacy model hybrid recommendation algorithm 
based on user satisfaction. Among them, for the first time, this paper proposes the concept of 
applying the resource pool of historical configuration schemes in the anonymization process, 
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and automatically recommends configuration parameters for users based on data 
characteristics and actual user needs to ensure that the anonymized data can meet user 
satisfaction requirements. The algorithm includes two processes: forward and reverse, aiming 
at users with two different knowledge backgrounds, and is dedicated to solving the problem 
of difficult parameter configuration. 

The algorithm described in this paper reduces the difficulty for users to anonymize data, 
improves the quality of data after anonymization, reduces the time for data anonymization, 
enhances data protection capabilities, and provides new ideas for data security release. 

The second part is to complete the paper The related work done. The third part of this paper 
gives the specific scenarios of the problem, and clarifies the problems that users may encounter 
in the process of anonymization, such as difficult parameter configuration, complicated data 
anonymization process, and data anonymization quality that cannot meet the requirements. 
The fourth part It is a specific definition of the problem solved in this paper, which quantifies 
the user satisfaction that the algorithm described in this paper needs to use, and sets constraints 
on the automatic recommendation scheme. The fifth part gives the specific solution to the 
problem, including the forward process and the specific steps of the reverse process and the 
pseudo code of the most important automatic recommendation algorithm. The sixth part is the 
experimental analysis of the solution described in this paper, which proves the feasibility and 
superiority of the solution described in this paper. The seventh part is the conclusion of this 
paper.  

2. Related Works 
With the digitalization process of various industries and the development of data collection 
technology, data privacy protection has become very important, and people have begun to 
study how to protect data privacy. In some hardware usage scenarios, [5, 6] propose some 
privacy-preserving solutions. In the blockchain scenario [7] proposes how to perform security 
authentication. At the same time, there are some solutions at the software level. For example, 
[8-11] describes how to ensure the privacy of user data in taxi-hailing software. [12, 13] 
devised the question of how to protect patient privacy during medical diagnosis. [14] proposed 
a scheme to protect data privacy during cloud media data sharing. However, this paper chooses 
to study the problem of data privacy protection from the K-anonymity method. Since the K-
anonymity model proposed by Seweney in 1998, anonymization technology has been booming. 
In the new era and new background, people's demand for and dependence on privacy 
protection technology is becoming more and more profound. After proposing the K-anonymity 
model, Seweney proposed an improved version of the K-anonymity privacy protection model 
based on generalization and concealment technology on the basis of the K-anonymity model. 
To solve the property leakage problem of K-anonymous models, Machanavajjhala [15] 
proposed the L-diversity model. After that, in order to improve the flexibility of L-diversity 
and improve the personalized protection ability of anonymous data, LI ZD [16] proposed a 
(k,l)-anonymity model. In view of the lack of L-diversity model, LIN H [17] further proposed 
a T-approximation model. In order to adapt to the rapid development of social networks, 
graph-modified K-neighborhood [18], K-Degree [19], K-Isomorphism [20], K-Automorphism 
[21], clustering-based Partitioning [22], SANGREEA Anonymity protection models such as 
[23] and Generalization [24] have been proposed successively. Among the many models, K-
anonymity, L-Diversity and T-Closeness are three classic privacy protection models, many of 
which are based on They are created to optimize and improve prototypes. For a long time, the 
anonymization technology has been continuously changed, the privacy model has gradually 
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increased, and the configuration of related parameters has become more and more complicated. 
For users without a background in privacy protection, using various anonymization systems 
or process configuration parameters becomes a big challenge. Therefore, based on the 
anonymization process constructed by the privacy model hybrid recommendation algorithm 
for user satisfaction described in this paper, 11 privacy protection models and their related 
parameters can be automatically recommended and configured, which is not only suitable for 
users with certain privacy protection knowledge, and is suitable for users with no or less 
knowledge of privacy protection. 

In order to prove that the anonymized data still has availability and that the risk of the data 
meets the relevant standards, it is also indispensable for the data availability assessment and 
risk assessment. Many experts and scholars have devoted themselves to the research of these 
technologies, and have given different evaluation methods from different perspectives and 
different application scenarios. In terms of utility evaluation, Bayardo [25] et al. proposed an 
indistinguishable metric or DM, which assigns a penalty to each piece of data after 
generalization, and its value is the entire generalization The total number of data in the table 
that are indistinguishable from this piece of data. To deal with the problem of uneven 
distribution of data, El Emam [26] et al. proposed an entropy-based information loss metric. 
In terms of risk analysis of post-anonymized data, Motwani [27] proposed two natural methods 
for quantifying quasi-identifiers: sharpness ratio and separation ratio. In addition, there are a 
variety of risk assessment models, such as prosecutor model, reporter model, marketer model, 
etc., which can be used for risk assessment in different scenarios. The anonymization process 
based on the recommendation algorithm described in this paper applies the above evaluation 
method, which can clearly display the corresponding evaluation results to the user, so that it 
can make a basis for making a judgment on whether to publish the data. 

3. Problem Scenario 
The Fig. 1 is a schematic diagram of the problem scenario, which respectively shows the 
problems encountered in the anonymization process by users with a certain privacy protection 
knowledge background and users with no or less privacy protection knowledge background. 
For a user with a certain background in privacy protection, he knows how to configure 
parameters, and through these parameters, the anonymization process can be guaranteed to 
proceed normally. The user can also judge whether the anonymized data meets his own 
requirements through the corresponding evaluation model. Since users cannot predict in 
advance whether the output anonymized data meets their own requirements, they must enter 
the anonymization process. The anonymized data can only be evaluated after the anonymized 
data is obtained after the original data has been anonymized. Once the parameter configuration 
is deviated and the anonymized data fails to meet the user's requirements, the parameters need 
to be reconfigured, and then enter the anonymization process again. In most cases, users need 
to perform multiple iterations to approximate their desired results, which will consume more 
time. For larger amounts of data, the wasted time will be more. 
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Fig. 1. Schematic diagram of the problem scenario 

 
For a user with no or less knowledge of privacy protection, he does not know how to 

configure parameters. If the user is allowed to configure parameters freely, it is likely that the 
anonymization process cannot be performed normally. Moreover, the user cannot judge 
whether the anonymized data meets the requirements for publication based on the evaluation 
results of the evaluation model, so it is difficult to publish even if the available anonymized 
data is obtained. If anonymized data is released rashly, the utility of the anonymized data may 
be too low to be used normally, or the re-identification risk of the data may be too high, which 
may easily lead to privacy leakage. And the user spends more time in data anonymization. 
In view of the above requirements, we need to find an automatic recommendation scheme that 
can satisfy two different types of users, which can automatically solve the optimal 
anonymization strategy in a limited number of iterations according to the user's requirements 
and expectations. 

4. Problem Definition 
The Fig. 2 shows the anonymization process of the data used in this paper. A piece of raw data 
needs to be anonymized. Users first need to configure appropriate parameters for them 
considering their data characteristics, and then anonymize them according to the parameters. 
The processed anonymized data is subjected to utility analysis and risk analysis to evaluate the 
results. If the user evaluates the result to meet the requirements, the result is output directly. If 
the user is not satisfied with the result, the parameters need to be reconfigured for the next 
anonymization process. In this step, the data anonymization process creatively joins the 
historical configuration scheme resource pool to improve the efficiency of data anonymization. 
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Fig. 2. Traditional data anonymization process 

 

The historical configuration scheme resource pool is a configuration parameter database 
formed by parameters configured by a large number of users during the anonymization process. 
When a user obtains a satisfactory result, the historical configuration scheme resource pool 
will automatically record the data characteristics, configuration parameters and other 
information of the original data corresponding to the result. When the user needs to anonymize 
similar data, it will automatically the characteristic gives the corresponding configuration 
scheme. The core of the privacy protection model hybrid recommendation algorithm based on 
user satisfaction described in this paper is the automatic recommendation scheme of the 
historical configuration scheme resource pool. 
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(1) is a formalized representation of the historical configuration scheme resource pool, and a 
row in it corresponds to an instance in the istorical configuration scheme resource pool. The 
input values of this formula are the characteristics of the data and the configuration parameters. 
The output values are the utility of the anonymized data, the risk, and the satisfaction 
calculated from both. 𝑓𝑓(𝑥𝑥) for the anonymization process. 
There are many data characteristics of a piece of raw data, including the semantic 
characteristics of data table fields, data table field type characteristics, attribute types, the 
number of corresponding attributes, etc. For example, In 𝐷𝐷 =
{age，sex，zipcode，Integer，String，Integer} , {age，sex，zipcode}  is the semantic 
feature of the data table field, {Integer，String，Integer} is a data table field type feature. 
The configuration parameters include privacy model, parameters corresponding to privacy 
model, data suppression limit rate, attribute weight, etc. For example, In 𝑃𝑃 =
{k-Anonymity，k = 2，suppression − limit = 0.2，weight = 0.5} ,k-Anonymity is 
privacy model, k=2 is privacy model parameters, suppression-limit=0.2 is data suppression 
limit rate, weight=0.5 is attribute weight. 
Suppose the data characteristics of a piece of original data are 𝐷𝐷𝑖𝑖 = {𝑑𝑑𝑖𝑖1,𝑑𝑑𝑖𝑖2,𝑑𝑑𝑖𝑖3, … ,𝑑𝑑𝑖𝑖𝑙𝑙}，𝑖𝑖 ∈
𝑁𝑁 ， 𝑙𝑙 ∈ 𝑁𝑁 . This feature corresponds to a configuration scheme 𝑃𝑃𝑖𝑖 =
{𝑝𝑝𝑖𝑖1,𝑝𝑝𝑖𝑖2,𝑝𝑝𝑖𝑖3, … ,𝑝𝑝𝑖𝑖𝑛𝑛}，𝑖𝑖 ∈ 𝑁𝑁，𝑛𝑛 ∈ 𝑁𝑁. The result calculated using configuration scheme 𝑃𝑃𝑖𝑖 is 
𝑅𝑅𝑖𝑖 , 𝑖𝑖 ∈ 𝑁𝑁 . 𝑅𝑅𝑖𝑖  get utility 𝑢𝑢𝑖𝑖 and risk 𝑟𝑟𝑖𝑖  after utility analysis calculation and risk analysis 
calculation, 𝑖𝑖 ∈ 𝑁𝑁.Satisfaction 𝑠𝑠𝑖𝑖  can be calculated from 𝑢𝑢𝑖𝑖  and  𝑟𝑟𝑖𝑖 ,𝑖𝑖 ∈ 𝑁𝑁. Then, 𝑠𝑠𝑖𝑖  can be 
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described by the following formula,𝑖𝑖 ∈ 𝑁𝑁, 
𝑠𝑠𝑖𝑖 = 𝑤𝑤

1−𝑢𝑢𝑖𝑖
+ 1−𝑤𝑤

𝑟𝑟𝑖𝑖
                                                        (2) 

Among them, 𝑤𝑤is the weight of utility, indicating the importance of data utility in the process 
of anonymization. 𝑢𝑢𝑖𝑖is the result of the utility analysis obtained under the 𝑖𝑖 -th scheme, 𝑟𝑟𝑖𝑖 is 
the result of the risk analysis obtained under the i-th scenario. 
U is the result of the utility analysis obtained under the 𝑖𝑖 -th scenario，0.5 < 𝑢𝑢𝑖𝑖 < 1，0 <
𝑟𝑟𝑖𝑖 < 0.5.𝑢𝑢𝑖𝑖 and 𝑟𝑟𝑖𝑖 are positively correlated, and when 𝑢𝑢𝑖𝑖 decreases, 𝑟𝑟𝑖𝑖 also decreases. When 
𝑢𝑢𝑖𝑖 increases, 𝑟𝑟𝑖𝑖 also increases. 
Assuming that the minimum utility threshold and the maximum risk threshold are given as 𝑢𝑢 
and 𝑟𝑟 respectively, then the minimum satisfaction threshold can be obtained as  

𝑠𝑠𝑡𝑡 = 𝑤𝑤
1−𝑢𝑢

+ 1−𝑤𝑤
𝑟𝑟

                                                            (3) 
Then the set of schemes that should be automatically recommended is 

         𝑃𝑃𝑠𝑠 = {𝑃𝑃𝑖𝑖|𝑠𝑠𝑖𝑖 > 𝑠𝑠𝑡𝑡 , 𝑖𝑖 ∈ 𝑁𝑁}                                                    (4) 

5. Solutions 

5.1 Overview 
According to the problem background and problem definition, we need to solve the problem 
of automatic parameter recommendation for users with different knowledge backgrounds. For 
the above problems, this paper proposes a hybrid recommendation algorithm of privacy model 
for user satisfaction as a solution. As shown in Fig. 3, the diagram of forward process and 
reverse process is designed as follows: 

1. Positive recommendation process for users with certain knowledge background. 
This process applies KNN algorithm to automatically recommend configuration 
parameters based on user requirements and data features. 

2. Reverse recommendation process for users without knowledge background. This 
process combines K-means semantic clustering with the KNN algorithm to 
automatically recommend configuration parameters based on the user's expectation 
of the utility and risk of the anonymized data. 

 
Fig. 3. Schematic diagram of the positive recommendation process and the reverse recommendation 

process 
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5.2 Scheme Design Positive Recommendation Process for Users with Certain 
Knowledge Background 
The positive recommendation process is mainly for users with a certain knowledge 
background. These users know the basic anonymous technology and can configure relevant 
parameters by themselves. The positive process recommendation scheme for users with a 
certain knowledge background is described in detail as Algorithm 1 in Table 1. In the positive 
recommendation process, users can configure relevant parameters 𝑃𝑃𝑖𝑖  according to the data 
features 𝐷𝐷 in the original data set 𝑇𝑇𝑠𝑠 combined with their own knowledge of anonymization 
processing (where 𝑖𝑖 is the number of iterations, and the initialization 𝑖𝑖 = 0). After configuring 
the relevant parameters, it will enter the data anonymization process. According to the 
parameters configured by the user, the corresponding anonymized dataset 𝑇𝑇𝑖𝑖 will be obtained. 
The anonymized data will enter the utility analysis and risk analysis process. After the utility 
analysis and risk analysis, the corresponding utility assessment result 𝑢𝑢𝑖𝑖 and risk assessment 
result 𝑟𝑟 will be obtained, and the satisfaction degree 𝑠𝑠𝑖𝑖 can be obtained through the satisfaction 
formula. According to 𝑢𝑢𝑖𝑖, 𝑟𝑟𝑖𝑖, and 𝑠𝑠𝑖𝑖, the user judges whether the satisfaction requirements are 
met. If the evaluation result meets the user's requirements, the corresponding T will be output 
directly, and the data feature 𝐷𝐷 of the data and its corresponding configuration parameters 𝑃𝑃𝑖𝑖, 
utility 𝑢𝑢𝑖𝑖 , risk 𝑟𝑟𝑖𝑖 , and satisfaction 𝑠𝑠𝑖𝑖  will all be stored in the historical configuration plan 
resource pool. If the evaluation results do not meet user requirements, use the historical 
configuration solution resource pool for automatic recommendation. 
 

Table 1. Positive recommendation process algorithm 
Algorithm 1 Satisfaction recommendation based on dataset and configuration parameter 
Input:  𝑇𝑇𝑠𝑠: The original dataset with data feature 𝐷𝐷, 
             𝑃𝑃0: The configuration parameters initialized by the user according to the dataset, 
             𝑛𝑛: Recommended result list length 
Output: 𝑇𝑇𝑎𝑎: Complete anonymized datasets, 
                  𝑆𝑆: satisfaction 
1: 𝑆𝑆0,𝑇𝑇𝑎𝑎 ← 𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖𝑠𝑠𝑓𝑓𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖𝑠𝑠𝑛𝑛 _𝑒𝑒𝑒𝑒𝑠𝑠𝑙𝑙𝑢𝑢𝑠𝑠𝑠𝑠𝑖𝑖𝑠𝑠𝑛𝑛(𝑇𝑇𝑠𝑠, 𝑃𝑃0) 
2: if 𝑠𝑠0 not satisfied then 
3:   𝑃𝑃𝑛𝑛 ← predict(Ts, P0) 
4:   for 𝑖𝑖 = 0 to 𝑛𝑛 do 
5:     𝑆𝑆𝑖𝑖 ,𝑇𝑇𝑎𝑎 ← 𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖𝑠𝑠𝑓𝑓𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖𝑠𝑠𝑛𝑛 _𝑒𝑒𝑒𝑒𝑠𝑠𝑙𝑙𝑢𝑢𝑠𝑠𝑠𝑠𝑖𝑖𝑠𝑠𝑛𝑛(𝑇𝑇𝑠𝑠, 𝑃𝑃𝑖𝑖) 
6:     if 𝑆𝑆𝑖𝑖 is satisfied then 
7:       𝑠𝑠𝑠𝑠𝑒𝑒𝑒𝑒(𝑇𝑇𝑠𝑠, 𝑃𝑃𝑖𝑖) 
8:       𝑆𝑆 ← 𝑆𝑆𝑖𝑖 
9:       break 
10:     if 𝑖𝑖 == 𝑛𝑛 then 
11:       return satisfaction does not meet user requirements 
12:   end for 
13: else 
14: 𝑠𝑠𝑠𝑠𝑒𝑒𝑒𝑒(𝑇𝑇𝑠𝑠, 𝑃𝑃0) 
15: 𝑆𝑆 ← 𝑆𝑆0 
16: end if 
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17: function 𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖𝑠𝑠𝑓𝑓𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖𝑠𝑠𝑛𝑛 _𝑒𝑒𝑒𝑒𝑠𝑠𝑙𝑙𝑢𝑢𝑠𝑠𝑠𝑠𝑖𝑖𝑠𝑠𝑛𝑛(𝑇𝑇, 𝑃𝑃) 
18:   𝑇𝑇𝑎𝑎 ← 𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠_𝑠𝑠𝑛𝑛𝑠𝑠𝑛𝑛𝑎𝑎𝑎𝑎𝑖𝑖𝑎𝑎𝑠𝑠𝑠𝑠𝑖𝑖𝑠𝑠𝑛𝑛(𝑇𝑇,𝑃𝑃) 
19:   𝑢𝑢, 𝑟𝑟 ← 𝑠𝑠𝑛𝑛𝑠𝑠𝑙𝑙𝑎𝑎𝑠𝑠𝑖𝑖𝑠𝑠(𝑇𝑇𝑎𝑎) 
20:   𝑆𝑆 ← 𝑤𝑤/(1 − 𝑢𝑢) + (1 − 𝑤𝑤)/𝑟𝑟  
21:   return 𝑆𝑆,𝑇𝑇𝑎𝑎 
22: end function 
23: 𝐫𝐫𝐫𝐫𝐫𝐫𝐫𝐫𝐫𝐫𝐫𝐫 𝑇𝑇𝑎𝑎 , 𝑆𝑆 

 
The recommendation algorithm for the historical configuration scheme resource pool 

mentioned in it adopts the KNN algorithm. The basic idea of the KNN algorithm is to input 
the test data when the data and labels of the training set are known, compare the features of 
the test data with the corresponding features in the training set, and find the top 𝐾𝐾 data that are 
most similar to it in the training set, then The category corresponding to the test data is the 
category with the most occurrences in the 𝐾𝐾 data. Based on the above ideas, combined with 
our current problem scenario, the calculation steps of using the KNN algorithm for 
classification prediction are as follows: (1) Calculate the distance 𝑑𝑑 between the test data 𝑇𝑇𝑠𝑠 
and each training data, (2) Sort according to the increasing relationship of the distance, (3) 
Select the 𝐾𝐾 points with the smallest distance, (4) Determine the frequency of occurrence of 
the category where the first 𝐾𝐾  points belong, (5) Return the category 𝐷𝐷  with the highest 
frequency in the first 𝐾𝐾 points as the predicted classification of the test data. 

Among them, when calculating the distance between training data in step (1), we choose the 
commonly used euclidean distance calculation method, which is the most common distance 
representation between two points, such as 𝑥𝑥 =  (𝑥𝑥1,𝑥𝑥2, … , 𝑥𝑥𝑛𝑛) and the euclidean distance of 
𝑎𝑎 =  (𝑎𝑎1,𝑎𝑎2, … ,𝑎𝑎𝑛𝑛) can be expressed as: 

𝑑𝑑(𝑥𝑥,𝑎𝑎) = �(𝑥𝑥1 − 𝑎𝑎1)2 + (𝑥𝑥2 − 𝑎𝑎2)2 + ⋯+ (𝑥𝑥𝑛𝑛 − 𝑎𝑎𝑛𝑛)2 = �∑ (𝑥𝑥𝑖𝑖 − 𝑎𝑎𝑖𝑖)2𝑛𝑛
𝑖𝑖=1           (5) 

𝑑𝑑(𝑥𝑥,𝑎𝑎) =In step (3), it is more important to set the value of 𝐾𝐾. If the value of 𝐾𝐾 is small, it 
means that the unclassified object is very close to its neighbors. A problem that arises in this 
way is that if the neighbor point is a noise point, the classification of unclassified objects will 
also produce errors, so that the KNN classification will produce overfitting. If the 𝐾𝐾 value is 
relatively large, the points that are equivalent to too far away will also affect the classification 
of unknown objects. Although the advantage of this situation is strong robustness, the 
shortcomings are also obvious, which will cause under-fitting, that is, Unclassified objects are 
not actually classified. Therefore, the 𝐾𝐾 value should be a result of practice, not something we 
set in advance. The idea of cross-validation is to use most of the samples in the sample set as 
the training set, and the remaining small part of the samples as the validation set for prediction 
to verify the accuracy of the classification model. We start by setting a small value of 𝐾𝐾, keep 
increasing the value of 𝐾𝐾, then calculate the variance of the validation set, and finally find a 
more appropriate value of 𝐾𝐾. 

5.3 Reverse Recommendation Process for Users without Knowledge 
Background 
The reverse process is mainly aimed at users without relevant background knowledge. These 
users do not understand the corresponding privacy protection knowledge and cannot configure 
appropriate parameters according to the data characteristics of the original data. The details of 
the reverse process recommendation scheme for users without knowledge background are 
described as Algorithm 2 in Table 2. In the reverse process, the user needs to upload the 
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original data 𝑇𝑇𝑠𝑠 , and initialize the configuration parameter iteration number 𝑖𝑖 = 1. Users need 
to set expectations for the utility and risk of anonymized data according to their actual needs, 
𝑢𝑢0 and 𝑟𝑟0 respectively. The satisfaction threshold can be calculated by 𝑢𝑢0 and 𝑟𝑟0 as 𝑠𝑠0. Then, 
the historical configuration scheme resource pool will automatically recommend the 
configuration parameter list 𝑃𝑃𝑛𝑛 = {𝑝𝑝1,𝑝𝑝2,𝑝𝑝3, … ,𝑝𝑝𝑙𝑙} according to the data feature 𝐷𝐷 and the 
user-set 𝑢𝑢0 and 𝑟𝑟0. Starting from 𝑃𝑃𝑖𝑖, the configuration in the parameter list is added to the 
anonymous process in order, and the results are anonymous data is 𝑇𝑇𝑖𝑖. The utility analysis and 
risk analysis of anonymous data 𝑇𝑇𝑖𝑖 are carried out, and the utility 𝑢𝑢0 and  risk 𝑟𝑟0 are obtained 
respectively. According to the satisfaction formula, the corresponding satisfaction is 𝑠𝑠𝑖𝑖 . 
Determine whether 𝑠𝑠𝑖𝑖 is greater than or equal to 𝑠𝑠, and if 𝑠𝑠𝑖𝑖 is greater than or equal to 𝑠𝑠, record 
in the high satisfaction list as 𝐻𝐻𝑆𝑆. If 𝑠𝑠𝑖𝑖is less than 𝑠𝑠, it is recorded in the low satisfaction list 
as 𝐿𝐿𝑆𝑆. After the recommended configuration parameter list 𝑃𝑃𝑛𝑛 is processed, whether the high 
satisfaction list 𝐻𝐻𝑆𝑆  is empty is judged. If the high satisfaction list 𝐻𝐻𝑆𝑆  is not empty, 𝑇𝑇𝑎𝑎 
corresponding to the optimal satisfaction 𝑠𝑠𝑚𝑚 in 𝐻𝐻𝑆𝑆 is selected as the optimal anonymity result. 
Users will assess whether the results meet their needs. Output the result if satisfied, and store 
the data feature 𝐷𝐷, configuration parameter 𝑃𝑃𝑖𝑖, utility 𝑢𝑢𝑖𝑖, risk 𝑟𝑟𝑖𝑖, satisfaction 𝑠𝑠𝑖𝑖 of the original 
data into the historical configuration scheme resource pool. If the process is not terminated, 
the user needs to reset a reasonable expectation for iteration. If the list 𝐻𝐻𝑆𝑆 is empty, the 𝑇𝑇𝑖𝑖 
corresponding to the largest 𝑠𝑠𝑖𝑖 in 𝐿𝐿𝑆𝑆 is selected as the optimal anonymous result. Users judge 
whether the results meet their needs. Output the result if the requirements are met and the 
process ends. The data feature 𝐷𝐷, configuration parameter 𝑃𝑃𝑖𝑖, utility 𝑢𝑢𝑖𝑖, risk 𝑟𝑟𝑖𝑖, satisfaction 𝑠𝑠𝑖𝑖 
of the original data are stored in the historical configuration scheme resource pool. If not 
satisfied, users re-set reasonable expectations for iteration. 

 
Table 2. Positive recommendation process algorithm 

Algorithm 2 Satisfaction recommendation based on utility and risk values of datasets and 
assessments 
Input:  𝑇𝑇𝑠𝑠: The original dataset with data feature 𝐷𝐷, 

𝑃𝑃𝑠𝑠: The historical configuration scheme resource pool, 
              𝑢𝑢0: The expected utility value of the user, 

𝑟𝑟0: The user's expected value at risk, 
              𝑛𝑛: Recommended result list length 
Output: 𝑇𝑇𝑎𝑎: Complete anonymized datasets, 
                  𝑆𝑆: satisfaction 
1: 𝐻𝐻𝑆𝑆, 𝐿𝐿𝑆𝑆,𝑇𝑇𝐿𝐿 ← [ ] 
2: 𝑇𝑇𝑘𝑘 ← 𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠_𝑘𝑘𝑎𝑎𝑒𝑒𝑠𝑠𝑛𝑛𝑠𝑠(𝑇𝑇𝑠𝑠,𝑃𝑃𝑠𝑠) 
3: 𝑃𝑃𝑛𝑛 ← 𝑝𝑝𝑠𝑠𝑟𝑟𝑠𝑠𝑎𝑎𝑒𝑒𝑠𝑠𝑒𝑒𝑟𝑟_𝑟𝑟𝑒𝑒𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑒𝑒𝑛𝑛𝑑𝑑(𝑢𝑢0, 𝑟𝑟0,𝑇𝑇𝑘𝑘) 
4: 𝑠𝑠0 ← 𝑤𝑤/(1 − 𝑢𝑢0) + (1 − 𝑤𝑤)/𝑟𝑟0 
5: for 𝑖𝑖 = 0 to 𝑛𝑛 do 
6:   𝑇𝑇𝑎𝑎 ← 𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠_𝑠𝑠𝑛𝑛𝑠𝑠𝑛𝑛𝑎𝑎𝑎𝑎𝑖𝑖𝑎𝑎𝑠𝑠𝑠𝑠𝑖𝑖𝑠𝑠𝑛𝑛(𝑇𝑇𝑘𝑘 , 𝑃𝑃𝑖𝑖) 
7:   𝑇𝑇𝐿𝐿. append(𝑇𝑇𝑎𝑎) 
8:   𝑢𝑢, 𝑟𝑟 ← 𝑠𝑠𝑛𝑛𝑠𝑠𝑙𝑙𝑎𝑎𝑠𝑠𝑖𝑖𝑠𝑠(𝑇𝑇𝑎𝑎) 
9:   𝑠𝑠𝑖𝑖 ← 𝑤𝑤/(1 − 𝑢𝑢) + (1 − 𝑤𝑤)/𝑟𝑟 
10:   if 𝑠𝑠𝑖𝑖 > 𝑠𝑠0 then 
11:    HS. append(𝑠𝑠𝑖𝑖) 
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12:    LS. append(0) 
13:  else 
14:    𝐿𝐿S. append(𝑠𝑠𝑖𝑖) 
15:    HS. append(0) 
16:  end if 
17: end for 
18: if 𝑙𝑙𝑒𝑒𝑛𝑛(𝐻𝐻𝑆𝑆) ≠ 0 then 
19:   𝑠𝑠𝑚𝑚 , 𝑖𝑖𝑛𝑛𝑑𝑑𝑒𝑒𝑥𝑥 ← 𝑎𝑎𝑠𝑠𝑥𝑥(𝐻𝐻𝑆𝑆) 
20:   if 𝑠𝑠𝑚𝑚 not satisfied then 
21:     return satisfaction does not meet user requirements 
22:   else 
23:     𝑇𝑇𝑎𝑎 ← 𝑇𝑇𝐿𝐿[𝑖𝑖𝑛𝑛𝑑𝑑𝑒𝑒𝑥𝑥] 
24:   end if 
25: else 
26:   𝑠𝑠𝑚𝑚 , 𝑖𝑖𝑛𝑛𝑑𝑑𝑒𝑒𝑥𝑥 ← 𝑎𝑎𝑠𝑠𝑥𝑥(𝐿𝐿𝑆𝑆) 
27:   if 𝑠𝑠𝑚𝑚 not satisfied then 
28:     return satisfaction does not meet user requirements 
29:   else 
30:     𝑇𝑇𝑎𝑎 ← 𝑇𝑇𝐿𝐿[𝑖𝑖𝑛𝑛𝑑𝑑𝑒𝑒𝑥𝑥] 
31: 𝑃𝑃𝑠𝑠 ← 𝑠𝑠𝑠𝑠𝑒𝑒𝑒𝑒(𝑇𝑇𝑎𝑎, 𝑠𝑠𝑚𝑚) 
32: return 𝑇𝑇𝑎𝑎 

 
In the above algorithm process, the recommendation process for the historical configuration 

scheme resource pool of the reverse process includes 𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠_𝑘𝑘𝑎𝑎𝑒𝑒𝑠𝑠𝑛𝑛𝑠𝑠  and 
𝑝𝑝𝑠𝑠𝑟𝑟𝑠𝑠𝑎𝑎𝑒𝑒𝑠𝑠𝑒𝑒𝑟𝑟_𝑟𝑟𝑒𝑒𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑒𝑒𝑛𝑛𝑑𝑑 . Among them, 𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠_𝑘𝑘𝑎𝑎𝑒𝑒𝑠𝑠𝑛𝑛𝑠𝑠  is the configuration plan 
information 𝑇𝑇𝑘𝑘 of a set of similar attribute features found in the historical configuration plan 
resource pool 𝑃𝑃𝑠𝑠 through the K-means algorithm according to the input feature attribute name. 
𝑝𝑝𝑠𝑠𝑟𝑟𝑠𝑠𝑎𝑎𝑒𝑒𝑠𝑠𝑒𝑒𝑟𝑟_𝑟𝑟𝑒𝑒𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑒𝑒𝑛𝑛𝑑𝑑 is to use the KNN algorithm mentioned in the forward 
recommendation process again in 𝑇𝑇𝑘𝑘 according to the utility and risk expectations input by the 
user, and filter out the configuration scheme through utility and risk, that is, the configuration 
scheme that the user is satisfied. 

In the 𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠_𝑘𝑘𝑎𝑎𝑒𝑒𝑠𝑠𝑛𝑛𝑠𝑠 process, we use the K-means algorithm to cluster similar attribute 
features to realize the process of automatically finding similar configuration schemes. The K-
means algorithm takes 𝑘𝑘  as a parameter, and divides 𝑛𝑛 objects into 𝑘𝑘  clusters, so that the 
similarity within the cluster is high, and the similarity between the clusters is low. The process 
is as follows: (1) Randomly select k objects among the n objects as the initial clustering centers, 
(2) Group the remaining n-k objects into the nearest cluster, (3) Recalculate the center of each 
cluster, (4) Repeat (2) and (3) until the center of each cluster does not change. 

Among them, when calculating the distance in step (2), we can use the cosine similarity 
calculation. It can be seen from the cosine theorem that the closer the 𝑂𝑂𝑢𝑢𝑠𝑠 is to 1, the smaller 
the angle between the two vectors, which means that the two texts are more similar. Calculated 
as follows: 

𝑂𝑂𝑢𝑢𝑠𝑠 = 𝑋𝑋𝑇𝑇𝑌𝑌
�𝑋𝑋𝑇𝑇𝑋𝑋�𝑌𝑌𝑇𝑇𝑌𝑌

                                                                 (6)     
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The range of 𝑂𝑂𝑢𝑢𝑠𝑠 is [0, 1], 𝑋𝑋 represents the word vector of the first input feature, and𝑌𝑌 
represents the word vector of the second input feature. 

We need to convert attribute features into word vectors. We chose to use the word2vec [28] 
language model, which can train word vectors quickly and efficiently. There are two word2vec 
models, namely the CBOW model and the Skip-gram model, both of which use a current word 
to predict other words, thereby improving the accuracy of word-unit associations. Since the 
vocabulary generated during training is often more than tens of thousands, which greatly 
reduces the training speed, we choose the CBOW model and use negative sampling 
optimization to improve the training speed. This combination has the characteristics of fast 
operation. Any sampling algorithm should ensure that samples with higher frequencies are 
easier to be sampled. The essence of negative sampling is to update part of the weights of the 
neural network with one training sample at a time. The number of word vectors in the CBOW 
model is large, and the neural network has a huge number of weights. Unlike the original 
update of all the weights for each training sample, the negative sampling allows only a part of 
the weights to be updated for a training sample at a time, and all other weights are fixed, so 
that That is, the amount of calculation can be reduced, and at the same time, randomness can 
be increased to a certain extent, and the loss value can be reduced. 

On the one hand, the forward process and the reverse process respectively anonymize the 
data for different users, and automatically recommend parameters through the resource pool 
of the historical configuration scheme to reduce the number of iterations of the anonymization 
process. On the other hand, in the process of continuous use, the resource pool of the historical 
configuration scheme will be continuously updated and upgraded, so that the recommended 
scheme will be more in line with user needs. Therefore, the anonymization process using the 
forward process and the reverse process will greatly improve the efficiency and quality of data 
anonymization. 

6. Experimental Analysis 

6.1 Experimental Environment 
This paper uses IntelliJ IDEA as the compiler. The programming language is Java1.8, the 
experimental framework is Spring Boot and the computer hardware configuration is Intel(R) 
Core(TM) i5-10200H CPU @ 2.40GHz, 16GB RAM, 64 Bit Windows10 operating system. 

6.2 Experimental Data 
The datasets used in this experiment are six datasets from the real world:(1)US Census ,portion 
of data from the 1994 U.S. Census database,(2)Competition ,dataset in the 1998 KDD Data 
Mining Competition, (3)Accident Statistics, from the Fatality Analysis Reporting System, (4) 
Time Use Survey, data from the American Time Use Survey, (5)Health Interviews，data from 
American Health Interviews, (6)Community survey, data from the U.S. Census Bureau, 
including people's emotions, social and economic characteristics, and more. These datasets 
have different characteristics, which are listed in Table 3. 
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Table 3. Data characteristics of different datasets 
Dataset Attributes 

Number 
Attribute 

Complexity 
Records 
Number 

Records 
Complexity 

Identifiability 

US Census 9 Medium 30162 Low Low 
Competition 8 Medium 63441 Low Medium 

Accident Statistics  8 Medium 100937 Medium Low 
Time Use Survey 9 Medium 539253 Medium Low 
Health Interviews 9 Medium 1193504 High Low 

Community Survey 30 High 68752 Low High 
 
Table 3 shows the data characteristics of six different data sets, where Attributes Number 

represents the number of different field names in the data table. Attribute Complexity indicates 
the complexity based on the number of field names in the data table. The greater the number 
of attributes, the higher the attribute complexity. The Records Number represents the number 
of data contained in the data table, and the record complexity represents the complexity caused 
by the number of records in the data set. The greater the number of records, the higher the 
record complexity. Identifiability represents the number of quasi-identifiers in the data table. 
A combination of these quasi-identifiers can be used to identify a unique individual in the table. 
The higher the Identifiability, the higher the risk of privacy leakage in the data table. 

6.3 Experimental Program 
The main purpose of this experiment is to explore the difference in efficiency and user 
satisfaction between the anonymization process based on the recommendation algorithm 
described in this paper and the traditional anonymization process, as well as the user 
satisfaction of the anonymized data due to the size of the resource pool of the historical 
configuration scheme Impact. 

In order to explore the difference in efficiency and user satisfaction between the 
anonymization process based on the recommendation algorithm described in this paper and 
the traditional anonymization process, the specific experimental scheme is shown in 
Experiment 1. 

Experiment 1: We need to use the traditional anonymization process and the anonymization 
process based on the recommendation algorithm described in this paper to anonymize the 
above data. The traditional anonymization process is an anonymization process that does not 
use the historical configuration scheme resource pool to recommend configuration solutions. 
In this process, the user is the only parameter configure. If the user is satisfied with the 
evaluation result, the parameter should be added to the historical configuration scheme 
resource pool as shown in Fig. 2. 

Before the anonymization process based on the algorithm described in this paper, the above-
mentioned various data have been processed many times using the traditional anonymization 
process. The configuration scheme with the highest satisfaction obtained every time and the 
corresponding data characteristics are stored in the historical configuration scheme resource 
pool. On this basis, there are already 5,000 configuration schemes in the historical 
configuration scheme resource pool, which ensures that the amount of data in the historical 
configuration scheme resource pool is sufficient to support the normal progress of the positive 
recommendation process and the reverse recommendation process. 

On the basis of the existing 5000 pieces of data in the historical configuration scheme 
resource pool, the positive recommendation process described in this paper is used to 
anonymize the above data. Through the historical configuration scheme resource pool, n 
configuration schemes can be recommended for users to choose. 
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On the basis of the existing 5000 pieces of data in the historical configuration scheme 
resource pool, the reverse process is used to anonymize the data. This process requires the user 
to set initial expectations for utility and risk, and the historical configuration scheme resource 
pool can provide n configuration schemes for the user to choose from. 

We will record the results of each iteration, including the value 𝑢𝑢𝑖𝑖 of the utility analysis, the 
result 𝑟𝑟𝑖𝑖 of the risk analysis, and the value 𝑠𝑠𝑖𝑖 of the satisfaction. The number of iterations is all 
set to n times. 

In specific experiments, we set n to 6. For the parameters in the reverse process, we set the 
user's expected value of utility u = 0.7, the expected value of risk r = 0.25, and the satisfaction 
threshold calculated by formula (2) is 3.67.  

Fig. 4 shows the increasing trend of satisfaction with the results obtained by three different 
anonymization processes as the number of iterations increases when there are 5000 samples. 
As can be seen from Fig. 4, compared with the traditional anonymization process, both the 
forward recommendation process and the reverse recommendation process can achieve a 
higher level of satisfaction within a short number of iterations. Especially in the reverse 
recommendation process, after the data in the historical configuration plan resource pool 
reaches 5,000, it can rely on its recommended parameters to keep the satisfaction of the 
anonymized results at a high level. 

 
Fig. 4. Three Process Satisfaction Line Charts 

 
Fig. 5 shows a histogram of the time spent by three different anonymization processes as the 
number of iterations increases when there are 5000 samples. It can be seen from Fig. 5 that at 
the beginning of the iteration, the execution time of the traditional anonymization process is 
shorter when the number of iterations is small, but as the number of iterations increases, the 
time spent increases exponentially each time. It takes 2.4 times more time for the traditional 
process to iterate ten times than using the forward recommendation process, and 3 times more 
time than using the reverse recommendation process. 
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Fig. 5. Execution time at different iterations 

 
In order to explore the influence of the size of the historical configuration scheme resource 

pool on the user satisfaction of anonymized data, the specific design scheme is shown in 
Experiment 2. 

Experiment 2: Change the size of the historical configuration scheme resource pool, and 
compare the highest satisfaction achieved by the configuration parameter solutions 
recommended in the historical configuration scheme resource pools of different sizes. 

  
Fig. 6. The impact of historical configuration scheme resource pool on satisfaction 

 
Fig. 6 shows the satisfaction level of the anonymized results obtained through the forward 
recommendation process and the reverse recommendation process as the amount of sample 
data in the historical configuration scheme resource pool increases when the number of 
iterations is 10. It can be seen that, whether it is a forward recommendation process or a reverse 
recommendation process, as the amount of sample data in the historical configuration scheme 
resource pool gradually increases, the satisfaction of the obtained anonymized results is higher. 
However, when the amount of sample data in the resource pool of historical configuration 
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solutions exceeds a certain threshold, the increase in satisfaction will tend to be flat.  
From the results of Experiment 1, it can be seen that the anonymization process with the 

automatic recommendation algorithm described in this paper is more in line with the needs of 
the public than the traditional anonymization process, and can obtain better results in a given 
number iterations. Improve the efficiency of anonymization and reduce unnecessary time. 

From the results of experiment 2, it can be seen that the size of the resource pool of the 
historical configuration scheme is not as large as possible. When the amount of data in the 
resource pool of the historical configuration scheme not reaches a certain threshold, the 
amount of data in the resource pool of the historical configuration scheme can be continuously 
increased. However, when the amount of data in the historical configuration scheme resource 
pool reaches a certain threshold, it is necessary to appropriately adjust the strategy for adding 
configuration schemes to the historical configuration scheme resource pool, reduce the number 
of configuration schemes stored in the library, and optimize the automatic recommendation 
mechanism for configuration schemes. Reduce matching time and maximize the benefits of 
automatic recommendation. 

7. Summary 
For a long time, the research focus of researchers on anonymization technology is how to 
improve the privacy model or improve the measurement method of data to provide better 
anonymization effect. This clearly promotes the development of anonymization technology. 
But at the same time, how to deal with the needs of users with different knowledge 
backgrounds for anonymization technology in the big data environment is still unresolved. 
The privacy model hybrid recommendation algorithm described in this paper focuses on 
combining various anonymization techniques into a realistic system, and provides data 
anonymization solutions for a wider range of users. Compared with the previous 
anonymization process, this scheme improves the efficiency of anonymized data and increases 
the quality of anonymized data. And the scheme has sufficient scalability. When a new 
anonymization technology appears, it is easy to add this technology to achieve the purpose of 
rapid update and iteration. 
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