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요 약

대규모 링크드 데이터에 어떻게 지식을 임베딩하고, 엔티티 매칭을 위해 어떻게 신경망 모델을 적용할 것인

가에 대한 연구는 상대적으로 많이 부족한 상황이다. 이에 대한 가장 근본적인 문제는 서로 다른 레이블이 어

휘 이질성을 초래한다는 것이다. 본 논문에서는 이러한 어휘 이질성 문제를 해결하기 위해 재정렬 구조를 결

합한 확장된 GCN(Graph Convolutional Network) 모델을 제안한다. 제안된 모델은 기존 임베디드 기반 

MTransE 및 BootEA 모델과 비교하여 각각 53% 및 40% 성능이 향상되었으며, GCN 기반 RDGCN 모델과 

비교하여 성능이 5.1% 향상되었다.

ABSTRACT

Research on how to embed knowledge in large-scale Linked Data and apply neural network models for entity 

matching is relatively scarce. The most fundamental problem with this is that different labels lead to lexical 

heterogeneity. In this paper, we propose an extended GCN (Graph Convolutional Network) model that combines re-align 

structure to solve this lexical heterogeneity problem. The proposed model improved the performance by 53% and 40%, 

respectively, compared to the existing embedded-based MTransE and BootEA models, and improved the performance by 

5.1% compared to the GCN-based RDGCN model.
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Ⅰ Introduction

In recent years, with the rapid development of 

artificial intelligence, Linked Data research by 

utilizing machine learning and Big Data technology 

is gradually becoming a hotspot[1]. However, there 
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are relatively few studies on how to embed 

knowledge into massively Linked Data and apply it 

to train neural network models for entity matching. 

The most fundamental problem is that different 

labels lead to lexical heterogeneity. Figure 1 

illustrates the lexical heterogeneity problem with an 

example. In the two knowledge graphs KG1 and 

KG2, the ellipse is the entity identifier, and the 

rectangle is the attribute value, where “BMW 3 

Series Compact Sport Sedam” and “BMW 320i m 

sport” do not match.

Fig. 1 An example of lexical heterogeneity problem

Despite recent considerable progress in applying 

embedding techniques to the field of link 

auto-completion, the accuracy of knowledge graph 

entity matching based on these techniques is still 

insufficient. In this paper, to address this lexical 

heterogeneity problem, we propose an extended 

GCN (Graph Convolutional Network) model 

combining re-align structure. It can better express 

complex edge structures and relationships. 

Compared with the traditional embedded-based 

MTransE[2] and BootEA[3] models, the 

improvements are 53% and 40%, respectively. 

Compared with the GCN-based RDGCN[4] model, 

the performance is improved by 5.1%.

The rest of the papers is organized as follows. 

Related works are introduced in Section 2 including 

word embedding, knowledge graph embedding, and 

GCN. In Section 3, we present an extended GCN 

model and a re-align structure. Experiment and 

analysis are described in Section 4. Finally, in 

Section 5, conclusions are drawn and future 

research is suggested.

Ⅱ Related works

2.1 Word embedding

Word embedding is the search for the vector 

value corresponding to each word so that the 

similar ones are located closer to each other. The 

typical research includes NNLM[5], Word2Vec[6], 

and Glove[7]. However, input data of word 

embedding use preprocessed text-based corpus and 

knowledge graph (KG) data are stored in triple 

structure of the RDF form[8], so graph-embedding 

technique should be used for KG rather than word 
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embedding. RDF2Vec[9] is a method for embedding 

graphs, but vectors embedded from RDF2Vec are 

not optimized for entity matching that is related to 

specific relation; the matching method for entity 

matching is not optimized for entity matching.

2.2 Knowledge graph embedding

The TransE[10] model proposed by Google 

learns that sum of the head and relation vector is 

equal to tail. TransE performs better when it is a 

1:1 relationship, but problems occur when it is 1:N, 

N:1, and N:N. The TransH[11] model solved 

TransE problem by projecting relations on 

hyperplane. However, entity (head, tail) and relation 

are clearly different objects, so TransR[12] proposed 

the idea of embedding entity and relation in 

separated space. Meanwhile ConvE[13] conducted 

2D convolution against the embedding vector and 

applied nonlinearity to increase the expressive 

power of the vector. Until recently, although 

considerable progress has been made in research on 

the application of knowledge graph embedding 

techniques in the field of link auto-completion, 

there is still a lack of accuracy to utilize these 

techniques to carry out entity matching. The reason 

is that entity matching considers only the graph 

structure created from embeddings, so it is difficult 

to make detailed matching for terminal entities. 

2.3 GCN

GCN presented a new direction as a technique 

that used convolutional operations of GNN (Graph 

Neural Networks)[14] which models correlations 

between nodes and nodes in a graph. This 

approach has limitations in properly modeling 

relational information. Because general GCN does 

not have direction and operates on unlabeled 

graphs, and useful relational information in the 

knowledge graph is not properly utilized. RGCN 

(Relational GCN)[15] can be used to model multiple 

relationship graphs, but this requires too excessive 

set of parameters, using separate weighting 

matrices for each relationship. DPGCNN 

(Dual-Primal Graph CNN)[16] carried out 

convergence operation in turn on the dual graph 

corresponding to the original graph. In order to 

improve the edge representation, the model learns 

vertex and the edge feature based on graph 

attention scores. Meanwhile, under the inspiration 

of DPGCNN, RDGCN (Relation aware Dual-graph 

Convolutional Network)[4], which could better 

express the relationship and characterize the 

relationship between different knowledge graphs, 

was proposed. However, DPGCNN and RDGCN can 

serve as a good starting point, but the accuracy of 

matching is still low when using deep learning, so 

it is necessary to increase the accuracy by 

considering both word and semantic similarity. 

Table 1 summarizes above related works.

Category Characteristic Weakness

Word 

embedding

Use preprocessed 

text-based corpus

KG must use graph 

embedding methods

Knowledge 

graph 

embedding

Sum of the head 

and relation is equal 

to tail

Lack of accuracy to 

carry out entity 

matching

GCN
Model multiple 

relationship graphs

Accuracy of 

matching is still low

Table 1. Summary of related works

Ⅲ Entity matching method using semantic 
similarity and GCN techniques

3.1 Relation aware GCN model

In this paper, graphs with dual relations are 

constructed from original graphs and then dual 

relations of these graphs are computed, which are 

learned through mutual interactions with dual 

graphs and original graphs. The role of dual graphs 

facilitates better integration into existing graph 

representations. Figure 2 shows overview of the 

learning model for dual relational graphs. DAL 
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(Dual Attention Layer) interactively affects the 

representation of graphs in PL (Primal Layer) for 

more accurate relational integration.

 

Fig. 2 Learning model of relation-aware dual graph

Eq. (1) and Eq. (2) represent the processing of 

DAL. 


 in Eq. (1) represents the d-dimensional 

output representation of a vertex 

, where 


 

represents the set of adjacent indices. 
  is a dual 

attention score, and ELU is the activation function. 

In Eq. (2),   is a fully connected layer[17] that 

maps the 2-dimensional input to a scalar,   is the 

relation representation generated from the previous 

PL. 

 represents the weight matrix in DAL.

         

  ∈


 



            (1)


  ∑∈exp   ║  

exp   ║  
   (2)

Eq. (3) and Eq. (4) represent the processing of 

PL. In Primal Layer, the vertex embedding is 

affected by using the relational expression created 

in the Dual Attention Layer. Eq. (3) and Eq. (4) 

show the scores of the primal attention in the 

Primal Layer. 

  represents the output expression 

obtained from the dual graph, and Leaky ReLU is 

the activation function of Primal Layer. 

 is a 

primal attention score from Primal Layer.   is a 

fully connected layer that maps the 2-dimensional 

input to a scalar.

    

   ∑∈      (3)

    
 ∑∈exp 

exp 
   (4)

After several rounds of interaction between the 

dual relationship graph and the primal graph, a 

relationship-aware entity representation can be 

obtained. Finally, GCN with highway gate is 

applied to the integrated adjacent information 

structure. The output expression     generated 

by the GCN layer is as follows.

        
 




 



   (5)

    is the adjacency matrix of the primal 

graph   , W is weights from convolutional layer, 

D is a degree matrix. I is the identity matrix, and 

ReLU is the activation function. Eq. (6) is a matrix 

of weights that can be learned for each layer. The 

final entity representation generated from the output 

of the GCN layer is sorted through the distance 

between the two entities.

   
 



  
∈        (6)

3.2 Re-align structure based on hamming 

distance

To increase accuracy of matching, we propose a 

re-align structure based on the hamming distance 

(HD) shown in figure 3. First, entities are extracted 

from the GCN model. Then, we adopt the hamming 
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Data
set

Language No. of 
relations

No. of 
attributes

No. of rel.  
triples

SRPRS
Fr-En

French 177 53,045 33,532

English 221 60,800 36,508

SRPRS
De-En

German 222 55,580 38,363

English 120 73,753 37,377

SRPRS
DBP-WD

DBpedia 253 64,021 38,421

WikiData 144 133,371 40,159

SRPRS
DBP-YG

DBpedia 323 58,853 33,748

YAGO 3 30 18,241 36,569

distance to evaluate entity similarity shown in Eq. 

(7) Finally, the minimum hamming distance is 

added to the final alignment result.

       
 

 ∣ ∣            (7)

 

Fig. 3 Re-align structure based on hamming distance 

Figure 4 shows the overall overview of our 

extended GCN model combining the re-align 

structure based on the hamming distance. In this 

model, we extract two knowledge graph entities 

from the dual graph convolutional network. At this 

time, the entity with the closest hamming distance 

becomes the matching value by the re-align 

structure.

   

Fig. 4 Overview of the extended GCN model

Ⅳ Experiment and analysis

4.1 Experiment data

Table 2. Experimental dataset

To evaluate the performance of the proposed 

extended GCN model, in this paper, a benchmark 

dataset SRPRS[18] is utilized shown in Table 2. 

The SRPRS dataset consists of cross-lingual 

(Fr-En and De-En) and mono-lingual (DBP-WD 

and DBP-YG) KG pairs.

4.2 Performance evaluation

The experiment consists of the following. First, 

using the SRPRS dataset, entity matching of the 

extended GCN model is performed to evaluate 

whether entities in two KGs match exactly. For 

experimental results, we use the Hit@K rate, which 

is commonly used in entity matching studies. 

Hit@K indicates whether the correct answer was 

found in the K-th among matching candidates.

Table 3 lists comparison results of the 

embedding-based approach (i.e., MTransE[19] and 

BootEA[3]), RDGCN model, and our approach. 

Overall, accuracy based on the GCN model (i.e., 

RDGCN and our approach) is much higher than 

that based on the embedding-based approach. 

Comparing the performance of the RDGCN model 

and our approach, Hit@1, which found entity 

matching at once, showed a performance 
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improvement of about 5.1% from 69.99% to 75.1%. 

Hit@10 showed a slight improvement of 77.68% 

from the previous 76.5%. However, Hit@50 and 

Hit@100 did not show significant improvement. 

This is related to the entity distribution of SRPRS 

dataset. The entity sparseness in SRPRS dataset is 

relatively large, so the K value of Hit and accuracy 

do not increase in the same proportion during the 

matching process. Figure 5 is a visualization of 

performance analysis results in Table 3.

Table 3. Experimental results 

Model Hit@1 Hit@10 Hit@50 Hit@100

MTransE 22.7 42.68 58.45 61.3

BootEA 35.63 62.41 71.32 79.56

RDGCN 69.99 76.5 88.3 92.52

Our 
approach

75.1 77.68 89.12 93.4

Fig. 5 Visualization of performance analysis results

Ⅴ Conclusion

Knowledge integration to utilize KGs in 

large-scale semantic Big Data faces the problem of 

entity heterogeneity. Despite of many studies using 

word embedding and graph embedding methods, 

accuracy is still not high enough to be applied to 

real life. Since it is learned based on the graph 

structure, there is a problem that fine matching of 

entities is not perfect. 

In this paper, we proposed an extended GCN 

model and re-align structure to improve alignment 

accuracy. Considering the problem of triangular 

data structure due to characteristics of RDF data, 

we solve it by using the dual graph combined with 

the GCN model. In addition, since it takes a lot of 

time to check 1:1 entity matching of the similarity 

technique, the time required is reduced by using 

the re-align structure.

Compared with the existing RDGCN model, our 

approach improves accuracy by about 5.1%. The 

contribution of our paper is that it is possible to 

use dual graph convolutional networks that express 

complex edge structures and relationships better 

than existing GCN models and embedding-based 

approaches. However, the time required for the 

model proposed in this paper increases due to the 

expansion of similarity methods. To complement 

this issue, future research needs to compare the 

performance of other deep learning based entity 

matching techniques that consider the interaction 

between AI models and similarity techniques.
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