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AN IMPROVED GLOBAL WELL-POSEDNESS RESULT FOR

THE MODIFIED ZAKHAROV EQUATIONS IN 1-D

Agus L. Soenjaya

Abstract. The global well-posedness for the fourth-order modified Za-

kharov equations in 1-D, which is a system of PDE in two variables
describing interactions between quantum Langmuir and quantum ion-

acoustic waves is studied. In this paper, it is proven that the system is
globally well-posed in (u, n) ∈ L2 × L2 by making use of Bourgain re-

striction norm method and L2 conservation law in u, and controlling the

growth of n via appropriate estimates in the local theory. In particular,
this improves on the well-posedness results for this system in [9] to lower

regularity.

1. Introduction

It is well-known that an important model in plasma physics is described by
Zakharov equations, which describes the interaction between Langmuir waves
and ion-acoustic waves. More recently, by taking into account quantum effects,
a modified system of Zakharov equations was proposed in [7] via a quantum
hydrodynamic approach, and further analyzed in [10,12]. For a more complete
account, refer to the monograph [11]. This quantum correction are important
for a better description of various models in plasma physics, and are significant
especially in high-density scenarios such as small-scale dense plasma systems
or compact astrophysics objects.

In this paper, we will study the initial-value problem for 1-D modified fourth-
order Zakharov equations (with quantum correction), which reads

i∂tu+ ∂2xu− h2∂4xu = nu,

∂2t n− ∂2xn+ h2∂4xn = ∂2x|u|2,
u(x, 0) = u0(x), n(x, 0) = n0(x), ∂tn(x, 0) = n1(x).

(1)

Here, u : [0, T ∗) × R → C denotes the envelope of the high-frequency electric
field and n : [0, T ∗) × R → R denotes the plasma density measured from its
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equilibrium value, and h is a small quantity measuring the influence of quantum
effects. Smooth solutions of (1) satisfy conservation of L2 norm

M [u](t) := ‖u(t)‖L2 = ‖u0‖L2 = M [u0](2)

and conservation of the Hamiltonian

H[u, n, ∂tn](t) :=
1

2

(
‖(−∆)−

1
2 ∂tn(t)‖2L2 + ‖n(t)‖2L2 + ‖∂xn(t)‖2L2

)
+ ‖∂xu(t)‖2L2 + ‖∂2xu(t)‖2L2 +

∫
R
n(t)|u(t)|2 dx

= H[u0, n0, ∂tn(0)].

Subsequently, for convenience, let h := 1.
Note that when h = 0, the system reduces to the classical 1-D Zakharov

system 
i∂tu+ ∂2xu = nu,

∂2t n− ∂2xn = ∂2x|u|2,
u(x, 0) = u0(x), n(x, 0) = n0(x), ∂tn(x, 0) = n1(x),

(3)

which has been extensively studied in Physics and Mathematics literatures.
In particular, the local well-posedness for (3) is established in [8], and global

well-posedness in [5], with (u0, n0) ∈ L2(R) × H−
1
2 (R). For well-posedness

on anisotropic Sobolev spaces, refer to [15]. Local well-posedness for higher
dimensional Zakharov system is also studied in [1, 2, 8]. For other aspects of
the Zakharov system, such as its limiting behavior when certain parameters
are taken to infinity, refer to [14].

On the hand, for the system (1), relatively little is known. Smooth solution of
initial boundary value problem for the modified Zakharov equations in various
dimensions was considered in [6,9,17,18]. In [9], global well-posedness of (1) is
established for (u0, n0) ∈ H2(R)×H1(R). Existence of weak solution in some
Sobolev spaces for (1) in bounded domain is also studied in [4].

This paper aims to extend the result in [9] to lower regularity by proving
global well-posedness of (1) with (u0, n0, n1) ∈ L2(R)× L2(R)×H−1(R). We
will use Bourgain restriction norm method (initiated in [3]) to establish the
local theory (following [8]). Then, by controlling the growth of n, we will
extend this local solution to a global one.

As a note, by local well-posedness, we mean that the solution exists in a
small time interval, and is unique, that the solution has the same regularity as
the initial data in that time interval, and the solution depends continuously on
the initial data. By global well-posedness, we mean that the above properties
hold for all time t > 0.

2. Notations

Given A,B ≥ 0, we write A . B to mean that for some universal constant
k, A ≤ k ·B. We write A h B or A ∼ B to mean both A . B and B . A. The
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notationA� B denotesB > k·A. We introduce the notation 〈x〉 :=
√

1 + |x|2,
and 〈∇〉 for the operator with Fourier multiplier 〈ξ〉. We will also use the
notation α+ for α ∈ R to mean a number slightly larger than α, i.e., α+ ε for
some ε > 0.

Given Lebesgue space exponents q, r and a function f(x, t) on R × R, we
define the mixed (space-time) Lebesgue norm

‖f‖LqtLrx :=

(∫
R

(∫
R
|f(x, t)|r dx

) q
r

dt

) 1
q

.

Let Hs be the usual Sobolev spaces equipped with the norm

‖f‖Hs =

(∫
ξ

(1 + |ξ|2)s|f̂(ξ)|2 dξ

) 1
2

=: ‖〈ξ〉sf̂‖L2
ξ
,

where f̂ is the Fourier transform of f . Denote also by f∨ the inverse Fourier
transform of f . Also, introduce the norm

‖(n0, n1)‖W :=
(
‖n0‖2L2

x
+ ‖n1‖2H−1

x

) 1
2

,

and the shorthand notation ‖n(t)‖W :=
∥∥∥(n(t), (−∆)−

1
2 ∂tn(t)

)∥∥∥
W

. We will

also need the following Bourgain spaces (see [16] for more details). Define the
spaces XS

0,α and XW
0,α for α ∈ R, respectively, equipped with the following

norms

‖z‖XS0,α :=
∥∥〈τ + ξ2 + ξ4〉α ẑ

∥∥
L2
ξL

2
τ

=

(∫∫
ξ,τ

〈τ + ξ2 + ξ4〉2α|ẑ(ξ, τ)|2 dξ dτ

) 1
2

,

‖z‖XW0,α :=
∥∥∥〈|τ | −√ξ2 + ξ4

〉α
ẑ
∥∥∥
L2
ξL

2
τ

=

(∫∫
ξ,τ

〈
|τ | −

√
ξ2 + ξ4

〉2α
|ẑ(ξ, τ)|2 dξ dτ

) 1
2

,

where here ẑ(ξ, τ) denotes the space-time Fourier transform of z.
Also, let ψ ∈ C∞0 (R) satisfy ψ(t) = 1 on [−1, 1] and ψ(t) = 0 outside of

[−2, 2]. Let ψT (t) = ψ(t/T ), which will serve as a time cutoff for some local
estimates. For clarity, we write ψ1(t) = ψ(t).

3. Estimates for the group term

Let U(t) denote the group generated by the linear part of the fourth-order
Schrödinger equation (first equation of (1)), i.e.,

U(t)u0 :=
(
e−it(ξ

2+ξ4)û0(ξ)
)∨

,
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and let W (t) denote the group generated by the linear part of the fourth-order
wave equation (second equation of (1)), i.e.,

W (t)(n0, ∂xn1) := W0(t)n0 +W1(t)∂xn1,

where

W0(t)n0 :=
(

cos(t
√
ξ2 + ξ4)n̂0(ξ)

)∨
,

W1(t)(∂xn1) :=

(
sin(t

√
ξ2 + ξ4)√

ξ2 + ξ4
∂̂xn1(ξ)

)∨
.

We have the following estimates for the group terms which will be used subse-
quently.

Proposition 3.1. Let 0 ≤ b1 ≤ 1
2 and 0 < T ≤ 1. Then

(a) ‖ψT (t)U(t)u0‖C(R;L2) = ‖u0‖L2 .

(b) ‖ψT (t)U(t)u0‖XS0,b1 . T
1
2−b1‖u0‖L2 .

(c) (Strichartz estimates) ‖Dζηθ/2
x U(t)u0‖LqtLrx . ‖u0‖L2 , where 0 ≤ ζ, η, θ

≤ 1 and admissible pair (q, r) =
(

8
ζ(η+1) ,

2
1−ζ

)
.

Proof. Proof of (a) is immediate by Plancherel’s theorem. For (b), note that

we have [ψT (t)U(t)u0]̂(ξ, τ) = ψ̂T (τ + ξ2 + ξ4)û0(ξ), and so

‖ψT (t)U(t)u0‖XS0,b1 ≤ C‖ψT ‖Hb1 ‖u0‖L2 .

To complete the proof, we note that

‖ψT ‖Hb1 ≤ ‖ψT ‖L2 + ‖ψT ‖Ḣb1 = T
1
2 ‖ψ1‖L2 + T

1
2−b1‖ψ1‖Ḣb1

by scaling, and thus (b) follows.

For (c), let ζ ∈ [0, 1] and (q, r) =
(

4
ζ ,

2
1−ζ

)
. Then by an oscillatory integral

estimate in [13, Theorem 2.1], we have∥∥∥∥∫
R
eixξ−it(ξ

2+ξ4)|2 + 12ξ2|ζ/4û0(ξ) dξ

∥∥∥∥
LqtL

r
x

. ‖u0‖L2 .(4)

Now, note that we have the inequalities max(1, |ξ|2) . |1 + 6ξ2| for ξ ∈ R,
which then implies

‖U(t)u0‖LqtLrx . ‖u0‖L2 and ‖Dζ/2
x U(t)u0‖LqtLrx . ‖u0‖L2 .

Interpolating these, we have that for any θ ∈ [0, 1],

‖Dζθ/2
x U(t)u0‖LqtLrx . ‖u0‖L2 .(5)

By Sobolev embedding W ζ/8,4/ζ(R) ↪→ L8/ζ(R), elementary inequality |1 +
ξ2| . |1 + 6ξ2| and the estimate (4),

‖U(t)u0‖L8/ζ
t Lrx

. ‖Dζ/8
t û0‖L4/ζ

t Lrx
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h
∥∥∥∥∫

R
eixξ−it(ξ

2+ξ4)|ξ|ζ/4|1 + ξ2|ζ/8û0(ξ) dξ

∥∥∥∥
L

4/ζ
t Lrx

. ‖u0‖L2 .

Finally, interpolating the above and (5) gives the result for any η ∈ [0, 1]. �

Proposition 3.2. Let 0 ≤ b ≤ 1
2 and 0 < T ≤ 1. Then

(a) ‖ψT (t)W (t)(n0, ∂xn1)‖C(R;L2) ≤ ‖n0‖L2 + ‖n1‖H−1 .

(b) ‖ψT (t)W (t)(n0, ∂xn1)‖XW0,b . T
1
2−b‖(n0, n1)‖W .

(c) ‖ψT (t)W (t)(n0, ∂xn1)‖C(R;W) = ‖(n0, n1)‖W .

Proof. Part (a) follows immediately by Plancherel’s theorem and definitions of

W (t). For (b), note that letting φ(ξ) :=
√
ξ2 + ξ4, we have

[ψT (t)W (t)(n0, ∂xn1)]̂(ξ, τ) =
ψ̂T (τ − φ(ξ))

2
h1(ξ) +

ψ̂T (τ + φ(ξ))

2
h2(ξ),

where

h1(ξ) := n̂0(ξ) +
iξn̂1(ξ)

φ(ξ)
and h2(ξ) := n̂0(ξ)− iξn̂1(ξ)

φ(ξ)
.

Therefore,

‖ψT (t)W (t)(n0, ∂xn1)‖2XW0,b

≤
∫
ξ

|h1(ξ)|2
∫

τ

〈|τ | − φ(ξ)〉2b
∣∣∣∣∣ ψ̂T (τ − φ(ξ)) + ψ̂T (τ + φ(ξ))

2

∣∣∣∣∣
2

dτ

 dξ

+

∫
ξ

|h2(ξ)|2
∫

τ

〈|τ | − φ(ξ)〉2b
∣∣∣∣∣ ψ̂T (τ − φ(ξ)) + ψ̂T (τ + φ(ξ))

2

∣∣∣∣∣
2

dτ

 dξ.

Noting that ||τ | − φ(ξ)| ≤ min(|τ − φ(ξ)|, |τ + φ(ξ)|), we have

‖ψT (t)W (t)(n0, ∂xn1)‖2XW0,b .
(
‖h1‖2L2 + ‖h2‖2L2

)
‖ψT ‖2Hb

.
(
‖n0‖2L2 + ‖n1‖2H−1

)
‖ψT ‖2Hb ,

and

‖ψT ‖Hb ≤ ‖ψT ‖L2 + ‖ψT ‖Ḣb = T
1
2 ‖ψ1‖L2 + T

1
2−b‖ψ1‖Ḣb

by scaling. Thus (b) follows.
For (c), let n(x, t) solve the linear fourth order wave equation

∂2t n− ∂2xn+ ∂4xn = 0,(6)

with initial data f(x, 0) = n0(x), ∂tf(x, 0) = ∂xn1. We apply the operator
〈∇〉−1(−∆)−1 to (6), then multiply by 〈∇〉−1∂tn and integrate over x. Then
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on the Fourier side, we have∫
ξ

n̂(ξ) ∂tn̂(ξ) + 〈ξ〉−2|ξ|−2∂tn̂(ξ) ∂2t n̂(ξ) dξ = 0

or equivalently the following conservation identity

∂t

(
‖n‖2L2 +

∥∥∥(−∆)−
1
2 ∂tn

∥∥∥2
H−1

)
= 0,

which implies (c). �

Here we note that it is essential for estimate (a) and (c) in Proposition 3.2 to
not have implicit constant multiples on the right-hand side, as these estimates
will be used to control the growth of the norm of the solution in the iteration
argument.

4. Estimates for the Duhamel term

Throughout this section, let U(t) and W (t) be as in the previous section.
We have the following estimates for the integral term.

Proposition 4.1. Let 0 < T ≤ 1.

(a) If 0 ≤ c1 < 1
2 , then∥∥∥∥∫ t

0

U(t− t′)f(x, t′) dt′
∥∥∥∥
C([0,T ];L2)

. T
1
2−c1‖f‖XS0,−c1 .

(b) If 0 ≤ c1 < 1
2 and 0 ≤ b1, b1 + c1 ≤ 1, then∥∥∥∥ψT (t)

∫ t

0

U(t− t′)f(x, t′) dt′
∥∥∥∥
XS0,b1

. T 1−b1−c1‖f‖XS0,−c1 .

Proof. For (a), we sketch the proof essentially given in [5, Lemma 2.3]. First,
the estimate ∥∥∥∥ψT (t)

∫ t

0

f(t′) dt′
∥∥∥∥
L∞t

. T
1
2−c1‖f‖H−c1(7)

is established for a function f(t) of t-variable alone (by breaking f(t) = f+(t)+

f−(t), where f̂−(τ) = χ|τ |<1/T f̂(τ) and f̂+(τ) = χ|τ |>1/T f̂(τ) as in the paper).
Then this is used to establish the estimate∥∥∥∥ψT (t)

∫ t

0

U(t− t′)f(x, t′) dt′
∥∥∥∥
L∞t L

2
x

. T
1
2−c1‖f‖XS0,−c1 ,

as done in [5], but now with auxiliary function fξ(t) = eit(ξ
2+ξ4)f̂(ξ, t) instead.

The remaining steps (including the statement of continuity) are identical.
The proof of (b) is given under a general framework in [8, Lemma 2.1(ii)]. �

Proposition 4.2. Let 0 < T ≤ 1.
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(a) If 0 ≤ c < 1
2 , then∥∥∥∥∫ t

0

W1(t− t′) ∂2xf(x, t′) dt′
∥∥∥∥
C([0,T ];W)

. T
1
2−c‖f‖XW0,−c .

(b) If 0 ≤ c < 1
2 and 0 ≤ b, b+ c ≤ 1, then∥∥∥∥ψT (t)

∫ t

0

W1(t− t′) ∂2xf(x, t′) dt′
∥∥∥∥
XW0,b

. T 1−b−c‖f‖XW0,−c .

Proof. For (a), there are two components of the norm, so we begin by showing∥∥∥∥ψT (t)

∫ t

0

W1(t− t′) ∂2xf(x, t′) dt′
∥∥∥∥
L∞t L

2
x

. T
1
2−c‖f‖XW0,−c .(8)

Letting φ(ξ) :=
√
ξ2 + ξ4 as before, we have by definition,∥∥∥∥ψT (t)

∫ t

0

W1(t− t′) ∂2xf(x, t′) dt′
∥∥∥∥
L∞t L

2
x

.

∥∥∥∥ψT (t)

∫ t

0

sin (t′φ(ξ)) f̂(ξ, t′) dt′
∥∥∥∥
L∞t L

2
ξ

and so writing sin (t′φ(ξ)) as sums of complex exponentials,

LHS of (8)

.

∥∥∥∥ψT (t)

∫ t

0

eit
′φ(ξ)f̂(ξ, t′) dt′

∥∥∥∥
L∞t L

2
ξ

+

∥∥∥∥ψT (t)

∫ t

0

e−it
′φ(ξ)f̂(ξ, t′) dt′

∥∥∥∥
L∞t L

2
ξ

. T
1
2−c

(∥∥∥〈τ + φ(ξ)〉−cf̂(ξ, τ)
∥∥∥
L2
ξL

2
τ

+
∥∥∥〈τ − φ(ξ)〉−cf̂(ξ, τ)

∥∥∥
L2
ξL

2
τ

)
. T

1
2−c‖f‖XW0,−c ,

where in the penultimate step we used Minkowski’s integral inequality and
inequality (7), and in the last step we used elementary inequality ||τ | − φ(ξ)| ≤
min(|τ − φ(ξ)|, |τ + φ(ξ)|).

Next, we will show∥∥∥∥ψT (t)(−∆)−
1
2 ∂t

∫ t

0

W1(t− t′) ∂2xf(x, t′) dt′
∥∥∥∥
L∞t H

−1
x

. T
1
2−c‖f‖XW0,−c .(9)

To this end, note that by definition,

LHS of (9) =

∥∥∥∥|ξ|−1〈ξ〉−1ψT (t)

∫ t

0

cos ((t− t′)φ(ξ)) |ξ|2f̂(ξ, t′) dt′
∥∥∥∥
L∞t L

2
ξ

.

∥∥∥∥ψT (t)

∫ t

0

eit
′φ(ξ)f̂(ξ, t′) dt′

∥∥∥∥
L∞t L

2
ξ



742 A. L. SOENJAYA

+

∥∥∥∥ψT (t)

∫ t

0

e−it
′φ(ξ)f̂(ξ, t′) dt′

∥∥∥∥
L∞t L

2
ξ

. T
1
2−c‖f‖XW0,−c ,

as in the proof of (8). It now remains to show continuity. We will only prove
this for (8) since the other will be similar, i.e., we show that for a fixed f ∈ XW

0,−c
and each ε > 0, there is δ = δ(ε, f) > 0 such that if |t2 − t1| < δ, then∥∥∥∥∫ t2

0

W1(t2 − t′) ∂2xf(x, t′) dt′ −
∫ t1

0

W1(t1 − t′) ∂2xf(x, t′) dt′
∥∥∥∥
L2
x

< ε.(10)

By density, it suffices to show this for f ∈ S(R2) ⊂ XW
0,−c. Note that we have

∂t

∫ t

0

W1(t− t′) ∂2xf(x, t′) dt′ =

∫ t

0

W0(t− t′) ∂2xf(x, t′) dt′.

Also, with identical proof as above, we have the estimate∥∥∥∥ψT (t)

∫ t

0

W0(t− t′) ∂2xf(x, t′) dt′
∥∥∥∥
L∞t L

2
x

. T
1
2−c‖∂2xf‖XW0,−c .(11)

By Fundamental Theorem of Calculus and the above estimate, we have that

LHS of (10) =

∥∥∥∥∫ t2

t1

∫ t

0

W0(t− t′) ∂2xf(x, t′) dt′ dt

∥∥∥∥
L2
x

. (t2 − t1)

∥∥∥∥ψT (t)

∫ t

0

W0(t− t′) ∂2xf(x, t′) dt′
∥∥∥∥
L∞t L

2
x

. (t2 − t1)‖∂2xf‖XW0,−c ,

which proves the continuity, and so completes the proof of (a).
For (b), note that by direct calculation, we have(
ψT (t)

∫ t

0

W1(t− t′) ∂2xf(x, t′) dt′
)̂(ξ, t) = eitφ(ξ)ĥ1(ξ, t)− e−itφ(ξ)ĥ2(ξ, t),

where

ĥ1(ξ, t) := ψT (t)

∫ t

0

e−it
′φ(ξ)|ξ|2f̂(ξ, t′)

2iφ(ξ)
and

ĥ2(ξ, t) := ψT (t)

∫ t

0

eit
′φ(ξ)|ξ|2f̂(ξ, t′)

2iφ(ξ)
,

and thus(
ψT (t)

∫ t

0

W1(t− t′) ∂2xf(x, t′) dt′
)̂(ξ, τ)= ĥ1 (ξ, τ − φ(ξ))− ĥ2 (ξ, τ + φ(ξ)) .
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By definition of the space XW
0,b,∥∥∥∥ψT (t)

∫ t

0

W1(t− t′) ∂2xf(x, t′) dt′
∥∥∥∥2
XW0,b

≤
∥∥∥〈|τ + φ(ξ)| − φ(ξ)〉b ĥ1

∥∥∥
L2
ξL

2
τ

+
∥∥∥〈|τ − φ(ξ)| − φ(ξ)〉b ĥ2

∥∥∥
L2
ξL

2
τ

.(12)

Now, note that we have

max (||τ + φ(ξ)| − φ(ξ)| , ||τ + φ(ξ)| − φ(ξ)|) ≤ |τ |,

and the following estimate (for 0 ≤ c < 1
2 and 0 ≤ b, b + c ≤ 1) shown in

[8, Lemma 2.1] ∥∥∥∥ψT (t)

∫ t

0

g(t′) dt′
∥∥∥∥
Hbt

≤ T 1−b−c‖g‖H−ct .(13)

Therefore, applying these, we finally get

RHS of (12)

. ‖ĥ1(ξ, t)‖2L2
ξH

b
t

+ ‖ĥ2(ξ, t)‖2L2
ξH

b
t

. T 1−b−c‖ĥ1(ξ, t)‖2
L2
ξH
−c
t

+ ‖ĥ2(ξ, t)‖2
L2
ξH
−c
t

= T 1−b−c
(∥∥∥〈τ − φ(ξ)〉−c f̂(ξ, τ)

∥∥∥
L2
ξL

2
τ

+
∥∥∥〈τ + φ(ξ)〉−c f̂(ξ, τ)

∥∥∥
L2
ξL

2
τ

)
≤ T 1−b−c‖f‖XW0,−c ,

where we used the fact that ||τ | − φ(ξ)| ≤ min(|τ −φ(ξ)|, |τ +φ(ξ)|) in the last
step. �

5. Bilinear estimates and global well-posedness

Before proving the main result, we need the following lemma and bilinear
estimates.

Lemma 5.1. Let X+
0,α be a Bourgain space equipped with the norm

‖f‖X+
0,α

:=
∥∥∥〈τ + ξ2〉αf̂(ξ, τ)

∥∥∥
L2
ξL

2
τ

,

and X−0,α be another Bourgain space with the norm

‖f‖X−0,α :=
∥∥∥〈τ − ξ2〉αf̂(ξ, τ)

∥∥∥
L2
ξL

2
τ

.

Then

‖u‖L3
tL

3
x
. min

(
‖u‖X+

0, 1
4
+

, ‖u‖X−
0, 1

4
+

, ‖u‖XS
0, 1

4
+

)
.
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Proof. By [8, Lemma 2.3] (taking into account Strichartz estimates Proposition
3.1(c)), and also [8, Lemma 2.4], we have

‖u‖L6
tL

6
x
. min

(
‖u‖X+

0, 1
2
+

, ‖u‖X−
0, 1

2
+

, ‖u‖XS
0, 1

2
+

)
.(14)

By definition,

‖u‖L2
tL

2
x

= ‖u‖X+
0,0

= ‖u‖X−0,0 = ‖u‖XS0,0 .(15)

Therefore, interpolating between (14) and (15) (where here we use interpolation
results between Bourgain spaces - see [16]), we prove the statement. �

Lemma 5.2. Let 1
4 < b, b1, c, c1 <

1
2 . Then

(a) ‖nu‖XS0,−c1 . ‖n‖XW0,b‖u‖XS0,b1 .

(b) ‖u1u2‖XW0,−c . ‖u1‖XS0,b1‖u2‖XS0,b1 .

Proof. For (a), letting φ(ξ) :=
√
ξ2 + ξ4 as usual, define

f̂1(ξ, τ) := 〈|τ | − φ(ξ)〉b v̂(ξ, τ) and f̂2(ξ, τ) := 〈τ + ξ2 + ξ4〉b1 û(ξ, τ).

By duality, the estimate is equivalent to

|S(f̂1, f̂2, f̂)| . ‖f1‖L2
ξL

2
τ
‖f2‖L2

ξL
2
τ
‖f‖L2

ξL
2
τ
,

where

S(f̂1, f̂2, f̂) :=

∫
∗

f̂1(ξ1, τ1)f̂2(ξ2, τ2)f̂(ξ, τ)

〈σ〉c1〈σ1〉b〈σ2〉b1
dξ1 dτ1 dξ dτ,

with σ = τ + ξ2 + ξ4, σ1 = |τ1| − φ(ξ1), and σ2 = τ2 + ξ22 + ξ42 , and ∗ indicates
the restriction ξ2 = ξ1 − ξ and τ2 = τ1 − τ . Without loss of generality, we can

assume f̂1, f̂2, f̂ are real-valued and nonnegative. Now, by the following simple
inequality

1

c
≤ sup
x,y≥0

1 + |x− y|

1 +
∣∣∣x−√y2 + y

∣∣∣ ≤ c for some c > 0,

we have

S(f̂1, f̂2, f̂) .
∫
∗

f̂1(ξ1, τ1)f̂2(ξ2, τ2)f̂(ξ, τ)

〈σ〉c1〈τ1 + ξ21〉b〈σ2〉b1

+

∫
∗

f̂1(ξ1, τ1)f̂2(ξ2, τ2)f̂(ξ, τ)

〈σ〉c1〈τ1 − ξ21〉b〈σ2〉b1
dξ1 dτ1 dξ dτ

=: S1(f̂1, f̂2, f̂) + S2(f̂1, f̂2, f̂).

For S1, we have (using Plancherel’s theorem and then Hölder’s inequality),

S1(f̂1, f̂2, f̂) =

∫
ξ1,τ1

(
f̂1(ξ1, τ1)

〈τ1 + ξ21〉b

)(∫
∗

f̂(ξ, τ)f̂2(ξ2, τ2)

〈σ〉c1〈σ2〉b1
dξ dτ

)
dξ1 dτ1
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=

∫
x1,t1

(
f̂1(ξ1, τ1)

〈τ1 + ξ21〉b

)∨(∫
∗

f̂(ξ, τ)f̂2(ξ2, τ2)

〈σ〉c1〈σ2〉b1
dξ dτ

)∨
dx1 dt1

=

∫
x,t

(
f̂1(ξ1, τ1)

〈τ1 + ξ21〉b

)∨(
f̂(ξ, τ)

〈σ〉c1

)∨(
f̂2(ξ2, τ2)

〈σ2〉b1

)∨
dxdt

≤

∥∥∥∥∥
(

f̂1
〈τ1 + ξ21〉b

)∨∥∥∥∥∥
L3
tL

3
x

∥∥∥∥∥
(

f̂2
〈σ2〉b1

)∨∥∥∥∥∥
L3
tL

3
x

∥∥∥∥∥
(

f̂

〈σ〉c1

)∨∥∥∥∥∥
L3
tL

3
x

.

Now, applying Lemma 5.1, and noting that b, b1, c1 >
1
4 , we have the result.

Estimate on S2 is proven similarly, and so the proof is completed.
For (b), define

f̂1(ξ, τ) := 〈τ + ξ2〉b1 û1(ξ, τ) and f̂2(ξ, τ) := 〈τ + ξ2〉b1 û2(ξ, τ).

By duality, it suffices to show

|T (f̂1, f̂2, f̂)| . ‖f1‖L2
ξL

2
τ
‖f2‖L2

ξL
2
τ
‖f‖L2

ξL
2
τ
,

where

T (f̂1, f̂2, f̂) :=

∫
∗

f̂1(ξ1, τ1)f̂2(ξ2, τ2)f̂(ξ, τ)

〈σ1〉b1〈σ2〉b1〈σ〉c
dξ1 dτ1 dξ dτ,

with σ = |τ | − φ(ξ), σ1 = τ1 + ξ21 , σ2 = τ2 + ξ22 , and ∗ indicates the restriction
ξ2 = ξ1 − ξ and τ2 = τ1 − τ .

This estimate is identical to that in (a) proven above, and so we are done. �

Finally, we can state the following global well-posedness result.

Theorem 5.3. The modified fourth-order Zakharov equations (1) is globally
well-posed for (u0, n0, n1) ∈ L2(R)× L2(R)×H−1(R). Moreover, the solution
(u, n) satisfies

‖u(t)‖L2 = ‖u0‖L2(16)

and

‖n(t)‖L2 +
∥∥∥(−∆)−

1
2 ∂tn(t)

∥∥∥
H−1

(17)

≤ exp
(
c|t|‖u0‖2L2

)
max

(
‖u0‖2L2 , ‖(n0, n1)‖2W

)
.

Proof. Let (u0, n0, n1) ∈ L2(R)×L2(R)×H−1(R) and fix 0 < T ≤ 1. Consider
the Duhamel maps ΛS and ΛW ,

ΛS(u, n)(t) := ψT (t)U(t)u0 − iψT (t)

∫ t

0

U(t− t′) (nu)(x, t′) dt′,(18)

ΛW (u)(t) := ψT (t) (W0(t)n0 +W1(t) ∂xn1)(19)

− ψT (t)

∫ t

0

W1(t− t′) ∂2x(|u|2)(x, t′) dt′.
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We seek a fixed point (u(t), n(t)) = (ΛS(u, n),ΛW (u)). Estimating (18) in XS
0,b1

by applying Proposition 3.1 and Proposition 4.1 followed by Lemma 5.2(a); and
then estimating (19) in XW

0,b by applying Proposition 3.2 and Proposition 4.2

followed by Lemma 5.2(b), we obtain

‖ΛS(u, n)‖XS0,b1 ≤ kT
1
2−b1‖u0‖L2 + kT 1−b1−c1‖n‖XW0,b‖u‖XS0,b1 ,

‖ΛW (u)‖XW0,b ≤ kT
1
2−b‖(n0, n1)‖W + kT 1−b−c‖u‖2XS0,b1

,

and also

‖ΛS(u1, n1)− ΛS(u2, n2)‖XS0,b1
≤ kT 1−b1−c1

(
‖n‖XW0,b‖u1 − u2‖XS0,b1 + ‖n1 − n2‖XW0,b‖u2‖XS0,b1

)
,

and

‖ΛW (u1)− ΛW (u2)‖XW0,b ≤ kT
1−b−c

(
‖u1‖XS0,b1 + ‖u2‖XS0,b1

)
‖u1 − u2‖XS0,b1 .

Now, define the (complete metric) space B
(
XS
)
×B

(
XW

)
to be{

(u, n) : ‖u‖XS0,b1 ≤ 2kT
1
2−b1‖u0‖L2 , ‖n‖XW0,b ≤ 2kT

1
2−b‖(n0, n1)‖W

}
.

By taking T such that

T
3
2−2b1−c1‖u0‖L2 . 1,

T
3
2−b−b1−c‖u0‖L2 . 1,

T
3
2−b−b1−c1‖(n0, n1)‖W . 1,(20)

T
3
2−2b1−c‖u0‖2L2 . ‖(n0, n1)‖W ,(21)

we have sufficient conditions for (ΛS ,ΛW ) to be a contraction on B
(
XS
)
×

B
(
XW

)
, yielding the existence of a fixed point u ∈ XS

0,b1
and n ∈ XW

0,b of

(18)-(19) such that

‖u‖XS0,b1 . T
1
2−b1‖u0‖L2 and ‖n‖XW0,b . T

1
2−b‖(n0, n1)‖W .(22)

Estimating (18) in C([0, T ];L2
x) by similarly applying Proposition 3.1 and

Proposition 4.1, as well as Proposition 3.2 and Proposition 4.2, we have in
fact u, n ∈ C([0, T ];L2

x). We may thus invoke the L2 conservation law (2) to
conclude ‖u(t)‖L2

x
= ‖u0‖L2

x
, and so we are only concerned with the possibility

of growth in ‖n(t)‖W from one time step to the next. Suppose that after some
number of iterations, we reach a time when ‖n(t)‖W � ‖u(t)‖L2

x
= ‖u0‖L2

x
.

Take this time position as the initial time t = 0 so that ‖u0‖2L2 � ‖(n0, n1)‖W .
Then (21) is automatically satisfied and by (20), we may select a time increment
of size

T ∼ ‖(n0, n1)‖−1/(
3
2−b−b1−c1)

W .(23)
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Now, applying Proposition 3.2 and Proposition 4.2, followed by (22) to (19),
we get

‖n(T )‖W ≤ ‖(n0, n1)‖+ kT
3
2−2b1−c‖u0‖2L2 .

From this, we see that we can perform m iterations on time intervals, each of
length (23), where

m ∼ ‖(n0, n1)‖W
T

3
2−2b1−c‖u0‖2L2

(24)

before the quantity ‖n(t)‖W doubles. By (23) and (24), the total time we
advance after these m iterations is

mT ∼ ‖(n0, n1)‖W
‖(n0, n1)‖βW‖u0‖2L2

, where β := −
1
2 − 2b1 − c

3
2 − b− b1 − c1

.

Now, taking b = b1 = c = c1 = 1
3 such that β = 1, we have that mT depends

only on ‖u0‖L2 (and is independent of ‖n(t)‖W). We can now repeat this entire
procedure, each time advancing a time of length ‖u0‖−2L2 . Upon each iteration,
the size of ‖n(t)‖W will be at most doubled, giving the exponential-in-time
upper bound stated in (17). This completes the proof. �

6. Conclusion

Global well-posedness for the 1-D fourth-order Zakharov equations (modi-
fied to include quantum correction) was proven for initial data (u, n) ∈ L2×L2.
This extends the well-posedness result in [9] to lower regularity. Future research
direction may include extending the arguments here to higher dimensions. An-
other interesting question to explore would be whether the global solution cor-
responding to the parameter h in (1) would converge to the global solution of
the classical 1-D Zakharov system as h → 0. This would be the subject of
future research.
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