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Abstract - With the development of artificial intelligence, artificial intelligence is being introduced to automate systems throughout the
Industry. In the maritime industry, artificial intelligence is being applied step by step, through the paradigm of autonomous ships. In line
with this trend, ABS and DNV have published guidelines for autonomous vessels. However, there 1s a possibility that the risk of artificial
Intelligence has not been sufiiciently considered, as the classification guidelines describe the requirements from the perspective of ship
operation and marine service. Thus in this study, using the standards established by the ISO/IEC JTC1/SC42 artificial intelligence
division, classification requirements are classified as the causes of risk, and a measure that can evaluate risks through the combination
of risk causes and artificial intelligence metrics want to use. Through the combination of the risk causes of artificial intelligence proposed
in this study and the characteristics to evaluate them, it is thought that it will be beneficial in defining and identifying the risks arising
from the Introduction of artificial intelligence into the marine system. It is expected that it will enable the creation of more detailed and
specific salety requirements r autonomous Ships.

Key words - autonomous ship, marine sofiware, satety, artificial intelligence, classification requirements, risk assessment, causes of risk,
metrics
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Table 1 ISO/IEC JTC 1/SC 42 : List of working groups and developing status of standards
Working Groups Developing status of standards

- ISO/IEC 22989(Artificial intelligence concept and terminology)

WG 1 (Foundational Standards) D . . . .
- ISO/IEC 23053(Framework for artificial intelligence system using machine learning)

- ISO/IEC 20547-1(Big data reference architecture-Part 1:Overview and application
process)

- ISO/IEC 20547-3(Big data reference architecture-Part 3:Reference architecture)

- ISO/IEC 24668(Process Management Framework for Big Data Analytics)

WG 2 (Data)

- ISO/IEC TR 24028(Artificial Intelligence-Overview of Trustworthiness in Artificial
Intelligence)

- ISO/IEC DIS 238%4(Artificial Intelligence-Risk Management)

- ISO/IEC TR 24027(Artificial Intelligence-Bias in Al systems and Al aided decision
making)

WG 3 (Trustworthiness) - ISO/IEC TR 24029-1(Artificial Intelligence-Assessment of the robustness of neural
networks, Part 1:Overview)

- ISO/IEC TR 24029-2(Artificial Intelligence-Assessment of the robustness of neural
networks, Part 2:Methodology for the use of formal methods)

- ISO/IEC PRF TR 24368(Artificial Intelligence(Al)-Overview: Aspect of ethical and

societal concerns)

WG 4 (Use cases and

o - ISO/IEC DTR 24030(Artificial Intelligence-Use cases)
applications)

- ISO/IEC TR 24372(Artificial Intelligence - Overview of computational approaches
and Al systems)
- ISO/IEC WD TS 4213(Artificial Intelligence(Al) - Assessment of machine learning

WG 5 (Computational
approaches and computational

characteristics of Al systems)

classification)
JWG 1 (Governance - ISO/IEC 38507(Governance of IT - Governance implications of the use of artificial
implications of Al) intelligence by organizations)

Source : Trends of International Standards: ISO/IEC JTC 1/SC 42, TTA Journal, 2020
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Table 2 Characteristics to checking trustworthiness

Name of characteristic Description

The ability to maintain

performance level even under
Robustness .
external interference or harsh

environmental conditions

The ability to perform the

L necessary functions without
Reliability . .
breakdown during the intended

period under a given condition

The ability to quickly recover
Resilience the operation status after the

accident

The ability to take over control
Controllability rights by an external agent

involved

o The ability to explain why the
Explainability . ..
Al system made this decision

The ability to enable a person
who can trust in the results of
the Al system

Predictability

The degree of disclosing what
data is needed and how it
collected and educated the data

Transparency

) The degree of discrimination
Fairness . .
against different groups

The difference in regulations

o . applied when the operating area
Jurisdictional issues .
of the Al system (jurisdiction)

is changed

Source @ ISO/IEC 22989, ISO, 2022
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Table 3 Metrics to validation of machine learning

Name' of Description
metric
The ratio of positive on prediction value
by positive
Precision 7
.. - P
(Precision) = —TP+ 7,
The ratio of correct positive on the actual
positive value
Recall T
o P
(Recall) = 7TP+ I
The ratio of correctly predicted on the
total prediction value
Accuracy
(4 ) = sais
A = T T R+ Fpt Ty
Harmonic mean with precision and recall
F1 Score _ (Precision) < (Recall)
F1 Seore = 2 (Precision) + (Recall)
Source : ISO/IEC 23053, I1SO, 2022
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Table 4 Risk sources described in ISO/IEC DIS 23894
Name of risk source Description

Artificial intelligence is often used in automation of the system and can affect the
Level of automation automation stage. In particular, if you need collaboration with people, handovers with people

can be a risk factor.

If the information related to the development and learning of the Al system is not
Lack of transparency and . . . .
ainabilit transparently disclosed, or if it is not explained so that people can understand the basis for
explamability . A, . e 1 . .
the judgment of artificial intelligence, artificial intelligence will not be trusted.

. . Artificial intelligence is mainly used to handle complex and diverse surrounding
Complexity of environment ) . » ) .
environments, and complex environments can cause additional risks compared to simplicity.

Artificial intelligence has a different characteristic from the existing system development
System life cycle issues life cycle, which can cause danger. For example, it can be an inappropriate verification

method or process.

The defect in the hardware or sensor can be interrupted or incorrectly measured by the
System hardware issues service. In addition, the lack of system performance or communication bandwidth for

artificial intelligence can cause risk.

. There may be a risk if you still use less technically less mature Al algorithms or models
Technology readiness
for real work.

. The development of artificial intelligence is associated with machine learning or deep
Risk sources related to . . . . . . L.
] ) learning. Risks may occur if the quality or learning process of data required for learning is
machine learning

Inappropriate.

Source : ISO/IEC DIS 23894, ISO, 2022
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Table 5 ABS requirements categorized by ISO/IEC DIS 23894 risk source

Name of risk

source

ABS Requirements

Reference

Level of

automation

2.1.2 Operator and Operations Supervision Level

An operator is to be designated and will have responsibility over the
Autonomous Function. The operator may be physically located onboard
the vessel or in a remote location. The operator station is to be
constantly manned.

1) The operator is to supervise the function executions either
continuously, periodically or as needed

ii) The operator is to be able to intervene, override, and take over the

operation when deemed necessary by the operator

2.5.2 Possibility of Retaking Control
It is to be possible for the Operator to intervene and regain control of

the action from the autonomous function at all times.

Section 5

chapter 2

3.4 Final Integration and Onboard Test

Manual Control (for autonomous function)

The operation of manual control takeover using human interface
systems and controls onboard is to be confirmed to be functioning

satisfactorily.

Manual Control (for remote control systems)
The operation of manual controls at the remote controlling station
using human interface systems and controls is to be confirmed to be

functioning satisfactorily.

Section 7

chapter 3

Lack of
transparency and

explainability

N/A

Complexity of

environment

2.5.3 Visual Awareness

The operator is to have line-of-sight view of the operations being
controlled by the autonomous function. Alternatively, live visual feed is
to be provided at the operator control station. In case of partial or full
failure of video feeds, the operator is to have demonstrably effective
backup operational capabilities for situational awareness and decision

support.

Section 5

chapter 2

3.5 System-of-Systems Test for Function

A plan for final tests of the function to prove its essential features is
to be submitted. The tests proposed in this level are to achieve the
following objectives:

1) They are to demonstrate the successful integration of all constituent
systems necessary for the performance of the Function.

ii) They are to demonstrate the successful performance of the Function
in its intended operational environment or a simulated environment as
close as possible to its intended operational environment.

ili) They are to validate all functional scenarios as defined in the

Concept of Operations.

Section 7

chapter 3
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iv) Tests are to be carried out to identify unintended effects or
emergent behavior resulting from the interactions among the various
constituent systems.

v) Tests are to demonstrate the effects of system casualties, proper
failover procedures, and low probability — high impact failures that can

affect crew (if any), vessel, or environment.

45 Integration Simulation Testing
il) Functional and failure testing can be demonstrated by simulation

tests. The results of any required failure analysis are to be observed.

Section 7

chapter 4

System life cycle

issues

4.1 General

The implementation process for autonomous and remote control
functions follows the V-Model Implementation Process seen in
Section2/Figure 3, which is an expansion of the standard systems
engineering system development model.

This model covers the life cycle of the system-of-systems from
concept to the operations and maintenance phase. This model can be
utilized for the implementation of a new function and also for

modification to an existing function.

Section 2

chapter 4

3.6 Remote Operator Station / Remote Control Station
1) Integration and installation of the systems and components at the
Remote Operator Station or Remote Control Station has been carried

out in accordance with the approved drawings

Section 7

chapter 3

System hardware

issues

2.4 Risk Assessment

The risk assessment(s) are to show that the vessel is not to descend
into an uncontrollable situation in the event of the following:

failure of the function

system—of-systems impact on the vessel

impact of failure or other event on the function

occurrence of foreseeable hazard

Section 5

chapter 2

3.4 Final Integration and Onboard Test

Verification of the autonomous or remote control function automatic
resumption following a simulated

blackout (if appropriate to the assigned risk level).

Means of communication between onboard operator station(s) and
Remote Operator Station or Remote Control Station (where applicable)

are to be tested and confirmed to be operating satisfactorily.

Section 7

chapter 3

Technology

readiness

N/A

Risk sources
related to machine

learning

3.5.3 Requirements

iii) Data Exploration: For model training, data exploration is to be
conducted before data quality assessment and data pre—processing to
understand the distribution of the key model parameters, correlation

between model input parameters and output parameters.

Section 5

chapter 3

- 274 -




o]

ot

Jol - A%

o>

- o] XA

“able 6 DNV requirements categorized by ISO/IEC DIS 23894 risk source

Name of risk

source

Requirements

Reference

Level of

automation

1.2 Extent of automation and support from personnel on board
automatic support (AS)

Operation of the vessel function by automation systems and personnel
in combination. Automation system(s) may partly or fully perform data
acquisition, interpretation and decision. This mode is a collective term
for all variants of decision support where the automatic support
function may need complementary human sensing, interpretation or

decision—making and where the action is not automatically effectuated.

Section 5

chapter 1

2.3 Local/manual actions

2.3.2 Autoremote vessels

For autoremote vessels, it is generally not considered feasible to
mitigate effects of failures and incidents by manual actions performed
on board.

2.3.3 Automatic Operation (AO)

Even if conventional manual operations on board will be replaced by
purely automation systems, capabilities for remote supervision and
emergency control should be arranged in the RCC.

2.3.4 Automatic Support (AS)

If conventional manual operation on board will be performed by the
remote engineering watch in RCC, decision support functions should be
arranged which provide a firm basis for making decisions and

executing control actions.

Section 5

chapter 2

Lack of
transparency and

explainability

N/A

Complexity of

environment

3.1.1 Proper lookout

Maintaining a continuous state of vigilance by sight and hearing, as
well as detection of significant change in the operating environment.
Fully appraising the situation and the risk of collision, grounding and

other dangers to navigation.

Section 4

chapter 3

4.2 Autoremote vessels

The remote navigator will also need to analyse the complete
navigational situation, i.e. consider the hazards in relation to other
factors that may affect the further navigation planning, such as
location, movements and type of a hazard, other potential hazards in the
surroundings, the risk of grounding, the weather conditions and sea

states, and the own vessel’s operational mode and capabilities.

Section 4

chapter 4

System life cycle

issues

4.3.1.1 Define the software life-cycle

The technology developer can choose between several available
standards

DNV-CP-0507 System and software engineering

ISO/IEC 12207

Systems and Software engineering - Software life-cycle processes
ISO/IEC 15283

Systems and Software engineering - System life-cycle processes .

Section 3
chapter 4
Technology qualification

process
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9 Design principles
1) Maintain a safe state.
No incidents, including fire and flooding on board or in the remote co
ntrol centre, or single failure in systems on board or systems
interfacing the vessel, should cause an unsafe mode for the vessel or its | Section 2
surrounding environment. It should be possible to enter and maintain a | chapter 9
minimum risk condition (MRC) in all operations and scenarios defined
in the document concept of operation. Considering that different
minimum risk conditions may apply in the various operational
phases/modes, the design should be based on all defined MRCs.
2.2.4 Restoration of functions
It should in general be possible to restore a key vessel function from
the RCC without assistance by personnel on board. Depending on the
System hardware | failure or incident causing stop of the function, the restored function Section 5
issues may have reduced capacity. chapter 2
For vessels with personnel on board, local/manual restoration by
on-board crew may be relied upon if adequate competence, instructions
or assistance by RCC is available.
4.3.2.3 Define performance specification
For the software components of a system, the ISO/IEC 25000 series of | Section 3
standards give valuable input for defining performance parameters. chapter 4
In particular ISO/IEC 25010 gives information about potential Technology qualification
characteristics (quality attributes) for a software component, covering process
Technology characteristics both the software itself and the use of software.
readiness 3.2.3 Performance parameters for object detection systems
When an object detection system is intended to be used in a concept
to replace the look-out function on board, the needed performance of Section 4
the system to obtain an equivalent or better object detection capability | chapter 3
should be determined as part of the concept process described in Sec.3
[2].
Risk sources
related to machine | N/A -
learning
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Table 7 Comparison of requirements between ABS and

DNV
. ABS DNV
Name of risk source
document | document
Level of automation O O
Lack of transparency and
X X
explainability
Complexity of environment @] O
System life cycle issues A A
System hardware issues O O
Technology readiness X A
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AERE 5 Alzd)d o3 AojAddts Qdshs 715U Av 245tz gk Alzgle] 2kl Af tha WA g
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Controllability A2 FGHsta, Yol TR T A" Axw 293517
Level of automation Explainability QA= QX 5o st Algke] A7) 3H ] ojof s} oF
Jurisdictional issues Al 3ol A A E ke o] QIFA T £ AY Jhe
Explainability d& ABS9F DNV 25 u#sla Qx| gouz oo tdl 1
Lack of traflspa.r.ency and Predictability 27} A4s @ ash
explainability Transparency B AT A ATAG] AW AN o2 Bet)
et 5o 23S 831 Y AlmEHe AFH|Fo]l =Y
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) ) o Ho =z WA= S BAlsty Hrtstua & o 99
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HAZOP 71¥H3} o] 2+ FAwa9) chyidol s Fd 93
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System life cycle issues v AWUFE A3 8-S oS AAFRE fGA AT &
Transparency 91 Aotk tolrt sl Alzwle] alBAs AlzEld Y
Reliability ANze A4 B RS Anse o 98 5 UL Ao
Robustness Z g =@ o] Al Avs Fga AFTAE 9
System hardware issues Reliability o) et ENSS wotdt & glomw Lo ure 93k
Resilience S e AMES Hs Ao FAFo R ZAE S 9lof
Precision Apg-ggAte] okAeh o Tgo] @ Aoz AztE)
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=
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Risk sources related to Predictability B EEe AEG RSN Aber GRS gt
machine learning Fairness S ARAJA T Ahoz Y= "Al 7|0 T
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