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Abstract 

With the development of the economy and the improvement of living standards, the hot issues 
in the subject area have become the main research direction, and the mining of the hot issues 
in the subject currently has problems such as a large amount of data and a complex algorithm 
structure. Therefore, in response to this problem, this study proposes a method for extracting 
hot keywords in scientific journals based on the improved BERT model.It can also provide 
reference for researchers,and the research method improves the overall similarity measure of 
the ensemble,introducing compound keyword word density, combining word segmentation, 
word sense set distance, and density clustering to construct an improved BERT framework, 
establish a composite keyword heat analysis model based on I-BERT framework.Taking the 
14420 articles published in 21 kinds of social science management periodicals collected by 
CNKI(China National Knowledge Infrastructure) in 2017-2019 as the experimental data, the 
superiority of the proposed method is verified by the data of word spacing, class spacing, 
extraction accuracy and recall of hot keywords. In the experimental process of this research, 
it can be found that the method proposed in this paper has a higher accuracy than other methods 
in extracting hot keywords, which can ensure the timeliness and accuracy of scientific journals 
in capturing hot topics in the discipline, and finally pass Use information technology to master 
popular key words. 

 
Keywords: Bidirectional encoder, hot keyword, representations from transformers (bert), 
sci-tech periodicals, similarity measurement.  
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1. Introduction 

As an important carrier for recording and disseminating new scientific discoveries, sci-tech 
periodicals are an important platform for scientific and technological exchanges[1]. It plays 
an irreplaceable role in promoting the development of science and technology. The role 
orientation of sci-tech periodicals is changing to enlightening thinking, improving innovation 
ability and leading the development of disciplines[2]. Follow up academic trends, plan 
forward-looking and leading topics, timely open up academic columns of scientific and 
technological periodicals, publish annual topic selection guidelines, hold special academic 
conferences, organize targeted academic activities, publish special academic periodicals 
related to sci-tech periodicals, exchange and report on the cutting-edge direction of discipline 
development, are important ways for sci-tech journal to lead the development of disciplines[3-
4]. How to grasp the hot topics of discipline research in time, dynamically adjust the topic 
selection direction and development strategy of periodicals, and continuously improve the 
academic influence of periodicals has become a hot topic in periodicals in recent years[5].  

Under the traditional publishing model, the planning and organization of publication 
activities such as manuscript assembly, review and promotion of periodicals mainly relies on 
the experience and market intuition of journal managers, resulting in a serious lag in timeliness 
and insufficient accuracy in hot spot extraction[6]. At present, in journal planning, big data 
technology can be used to realize data mining, and deep learning tools can be used to discover 
research hotspots and realize intelligent management of journal dynamics. Therefore, this 
study can use big data technology and deep learning to mine the hot keywords of journals and 
discover potential rules. 

2. The Research Status 

At present, the widely used method is to conduct relevant research on subject hot issues mining 
based on keywords. For the analysis of keywords, the word frequency analysis method is 
usually used to determine the research hot issues and their changes by detecting the frequency 
of keywords in a research field. 

Chu [7] collected the keywords of research papers relevant to knowledge management on 
the CSSCI database from 2000 to 2009, and recognized research hotspots in the field by 
analyzing the distribution of high-frequency keywords. Zhao[8] used the average year of 
occurrence obtained by high-frequency keyword clustering to observe research hotspots. On 
the basis of word frequency analysis, Atlam [9] estimated the change of keyword research 
popularity in a certain time domain with machine learning method. Li[10] proposed a concept 
of evolving co-word network, and analyzed the research hotspots in the field of life energy 
through cluster analysis of co-words. Luo[11] proposed the concept of dynamic co-word 
network, and applied it to the study of hot issues in the field of soil heavy metal pollution bio-
remediation. Wang[12] used Bibexcel, Ucinet, and Netdraw to obtain high-frequency 
keywords and identified research hotspots through cluster analysis by SPSS. The existing 
research method is mainly to study the change of the frequency of keywords in periodicals. 
But most of the keywords in periodicals are compound words with rich meanings composed 
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of multiple simple words. A single compound word vector is difficult to effectively express 
the differences in different information elements. 

The above-mentioned methods mainly discover research hotspots based on the change of 
keyword frequency, but keywords are mostly compound words with rich meanings which are 
composed of multiple simple words, and a single compound word vector cannot effectively 
express the differences in different information elements. Word frequency analysis directly 
using journal keywords will cause a single compound word vector to be sparse in clustering, 
and it is difficult to obtain accurate distribution results. At the same time, in the research of 
popularity analysis, there are fewer subdivisions of domain description words, which makes 
the frequency of domain words higher than that of technical words. In summary, the traditional 
keyword frequency analysis can reveal the research hotspots and development trends of the 
research area to a certain extent, but the lack of word frequency statistics of the language model 
makes it difficult to further accurately measure the similarity of word meanings. Especially 
for the research direction of early development, when the expression of keywords has not been 
unified and the word meaning model has not been formed, it is difficult to accurately count 
the real frequency of words, leading to the delay of hotspot discovery. Journal topic planning 
needs to further discover and categorize keywords for thousands of papers. The core operation 
is to find multiple hotspot centers from the keyword distribution, and further realize more 
knowledge mining.  

With the development of natural language processing technology, new text mining 
technologies are emerging. The TFIDF method extracts keywords by counting the word 
frequency of the large corpus and the current text word frequency[13]. The Textrank method 
judges whether a word is a keyword from the co-occurrence weight, but it cannot achieve 
semantic measurement[14]. With the emergence of word vector technology that converts 
words into numerical vectors, word meaning measurement becomes possible. The main 
derived word vector generation models include Word2vec[15], G1oVe[16], ELMo[17], and 
BERT[18]. The most commonly used are the Word2vec model and the BERT model. The 
Word2vec model extracts the weight matrix in the middle of the network structure as a vector 
dictionary, which makes some words unable to obtain vectors and can not deal with more 
diverse compound words. The BERT model is implemented by the Transformer encoder, 
which can analyze contextual semantics, accurately quantify polysemous words, and acquire 
vectors of compound words of any length[19]. It is currently one of the most effective language 
models in natural language processing tasks. Rodriguez et al. [20] conducted in-depth research 
on machine learning and data mining methods, theoretically analyzed the practicability of 
machine learning and data mining methods in text keyword extraction, and preliminarily used 
the mining algorithm in this paper to conduct the experimental analysis. Mohammadi Ehsan 
et al.[21]thought about text mining, verified the effectiveness of text mining algorithm for 
journal data processing, and verified that text recognition algorithm has better effect in similar 
data processing methods through experimental analysis.Bayrak Tuncay[22] has studied the 
text mining algorithm, and believes that text mining and big data should be integrated with 
each other, and the effect of text mining should be improved by using big data technology. 

According to the current research situation, the traditional keyword frequency analysis can 
reveal the research hotspots and development trends of the subject to a certain extent. But it is 
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difficult to further accurately measure the similarity of word meaning due to the lack of word 
frequency statistics of language models. Especially for the early development of the research 
direction, the expression of keywords has not yet formed a unified word meaning model. It is 
difficult to accurately count the frequency of hot words, resulting in delays in the discovery of 
hot spots. Therefore, this paper takes the BERT model as the basis of word vector acquisition, 
divides the document compound keywords into word vector set expression, and retains the 
compound word vector in the set; at the same time, it innovatively defines the set similarity 
measurement method so that each element information can participate in the measurement 
independently, and retains the compound characteristics of the compound word vector. Finally, 
the improved BERT (i-BERT) composite keyword popularity analysis model is constructed. 
The popularity keywords are obtained according to the order and frequency center of the 
keywords. Taking 14420 management journal literature as the sample data, the advantages of 
the proposed method in hot keyword extraction are verified by comparing with TF-IDF, 
Word2vec and BERT methods. 

3. Model Construction 

In order to make the description of keywords more accurate, the keywords involved are often 
compound phrases composed of several simple words, such as coordinate phrases, subordinate 
phrases, subject-predicate phrases, verb-object phrases and so on. For example, the compound 
word AB is composed of two simple words A/B, or the compound word CDE is composed of 
three simple words C/D/E. In order to obtain the complete vector of this kind of phrase, the 
sentence vector acquisition method of the BERT model that can obtain the word vector of any 
length is adopted. However, compound words often have the modification of several simple 
words. If the vector of compound words is obtained directly, the multi-element information 
will be mixed into a high-dimensional word vector. It is difficult to distinguish information 
elements of different dimensions when calculating word vector similarity. Considering that 
simple words have information independence when compound words are combined, this paper 
further splits compound keywords, and uses a multi-element semantic set containing simple 
words and compound words as the word meaning expression of compound keywords. The 
vector of elements in the set adopts the BERT word vector model, and strengthens the weight 
of consistent information in the similarity measurement, making the aggregation of compound 
words no longer uniform, while synonyms attract each other. Finally, self-generating tags of 
keywords in the class are realized, so that the generated central word has a certain generality 
for the class and retains its original information. The process of building the model is shown 
in Fig. 1.  
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Fig. 1. Flow chart of model construction 

Step1: Perform word segmentation on all j compound keyword sets { }1 2, , ,i jmk cw cw cw= 

of all periodicals sample sets in the -thi month of the sample set to obtain fuzzy word meaning 
sets, such as: keyword 'AB'jcw =  can be split into a fuzzy word meaning set { }A,B,AB . 

Step2: The vector expression of each element in the set is obtained based on the BERT 
model, so that each compound word can be further represented as a split word meaning set 

1{ , , , }2 kcw v v ... v= . 

Step3: Determine the method of compound word set distance measurement, and combine 
CFSFDP word density clustering with density distance decision graph to obtain journal 
keyword class. 

 Step4: Split the keywords in the class to obtain the segmented word set, recognize the 
density center of the segmented word set in each set, and use the distribution divergence in the 
set as the confidence to decide whether to use the central word. All the retained central words 
are spliced in order to obtain the central words of the key word set. 

At the same time, the maximum information coefficient can solve the relationship between 
attributes and targets in the word segmentation set. The influence degree of different attribute 
values on the target is estimated by calculating mutual information and entropy, and it is based 
on calculating functional dependence weights[23]. Therefore, each key word in the keyword 
set can be regarded as an attribute.  The most frequently occurring keyword can be regarded 
as a target so as to calculate the probability that different key words occur frequently in the 
keyword, that is, the measure of the influence weight of the key word on the target. 

Let X be the central word randomly obtained. The entropy of X can be expressed as formula 
(1) : 

( ) ( ) log ( )
x X

H X p x P X
−

= −∑
                                           (1) 
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In Formula (1), ( )H X  represents the amount of information. ( )P X  represents the 
probability of influence. The bigger the ( )P X  is, the bigger the ( )H X  is. 

In the keyword set, two key words are taken as a group. The criticality of different key 
words to each other is shown in Formula (2) : 

( | ) ( ) ( | ) log ( | )
y Y x X

H X Y P y P x y P x y
− −

= ∑ ∑                          (2) 

In Formula (2), H(X│Y) represents the probability of Y's existence when X has a certain 
degree of influence. 

Meanwhile, Y will also bring a certain loss value to X, as shown in Formula (3) : 

( ; ) ( ) ( | ) ( ) ( | )I X Y H X H X Y H Y H Y X= − = −                  (3) 

Formula (4) can be derived from Formula (2) and Formula (3) : 

0 ( ; ) min{ ( ), ( )}I X Y H X H Y≤ ≤                                        (4) 

Thus, the probability of frequent occurrence of different key words in keywords can be 
obtained, namely, the maximum information coefficient is: 

( ; )( ; ) 2
( ) ( )
MAX

MAX
i

I X YSU X Y
H X H Y
 

=  + 
                                            (5) 

3.1 Obtaining Word Vectors 
After obtaining the central word of the keyword set, the vector of the word should be obtained 
because the vector can represent the semantics of the whole sentence. Assuming that all the j

keyword sets of all sample periodicals in the - thi month are { }1 2, , ,i jmk cw cw cw=  , the word 
vector after word segmentation can be expressed as a compound word vector set 

1{ , , , }j j j2 jkcw v v ... v=  composed of multiple simple word vectors. The Chinese word 
segmentation device in this paper uses the domestic open-source "Jieba" Chinese word 
segmentation tool to segment the compound word set { }1 2, , ,i jmk cw cw cw=  . Each keyword 
in the set is generally divided into 1-3 basic simple Chinese words, and then combined into 
words of different lengths in order. For example, journal keyword “ABC” can be divided into 
{A,B,C,AB,BC,ABC}. Finally, the BERT model is used to convert each word in the set into 
a word vector format. 

The important part of the BERT model is implemented based on the bidirectional 
Transformer encoder, and the model structure is shown in Fig. 2. 
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Fig. 2. Structure of BERT model 

Where 1 2, , , nE E E represents the text input, and the vectorized representation of the text is 
obtained through the bidirectional transformer encoder, that is, the vectorized representation 
of the text is mainly realized through the Transformer encoder. 

The output of the BERT model has two forms: one is the character level vector, that is, 
each character of the input short text has a vector representation; the other is the sentence level 
vector, that is, the leftmost [CLS] special symbol vector output by the BERT model, which 
thinks that this vector can represent the semantics of the entire sentence. This paper adopts the 
sentence vector output method to obtain the vector representation 1{ , , , }j j j2 jkcw v v ... v= for each 
set of compound keyword splits. 

3.2 Keywords Extraction Based on the Improved Bert Model 
Through experiments, it is found that in the word vector obtained based on the traditional 
BERT model, the similarity of two words can be divided into [same, very similar, general, 
completely dissimilar], and the corresponding Euclidean distance set is [0, 7.6, 10, 13.5], 
marked as [ ]1 2 30, , ,γ γ γ . This reflects that in the measurement of semantic distance, the 
corresponding relationship between distance and semantics is not appropriate. Especially 
when two words are "the same" or "very similar", the semantic is very close, but the vector 
Euclidean distance 1[0, ]γ is significantly greater than the distance value 1 3[ , ]γ γ between "very 
similar" and "completely dissimilar".  

In order to solve this problem, this paper optimizes the distance of the traditional BERT 
model. The paper adopts the normalized nonlinear mapping of the distance weight of each pair 
of matching elements in the set so that the weight of similar words can be enlarged and the 
weight of unrelated words is at a lower value. The paper also establishes an improved BERT 
(i-BERT) model for the popularity analysis of the composite keywords so as to achieve the 
purpose of correcting the distance of the composite keyword set. 

Optimization of compound keyword set distance: In the process of compound keyword set 
distance optimization, the first step is to calculate the similarity between two compound word 
sets 1 11 12 1{ , , , }kcw v v ... v=  and 2 21 22 2 '{ , , , }kcw v v ... v= , which is interpreted as the sum of the 
bidirectional closest mapping distance between the elements of set 1cw  and set 2cw  under the 
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weight coefficient.The compound keyword set distance can be defined as:  
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Where 

( , )=min '( ), '( ), , '( )1,i 2 1,i 2,1 1,i 2,2 1,i 2,k'dis v cw dis v ,v dis v ,v dis v ,v            (7) 

2 2
1'( , )= ( ''( , ))1,i 2,1 1,i 2,1dis v v dis v v γ                                  (8) 

In the above formula, ''( , )1,i 2,1dis v v  is the Euclidean distance of the word vector in the BERT 
model. After the distance correction of compound keyword set, the original Euclidean distance
[ ], , ,0 7.6 10 13.5 is adjusted to [ ], , ,0 7.6 10 13.5 , which is recorded as [ ]1 2 30, , ,γ γ γ′ ′ ′ . 

In order to separate the keywords with poor similarity in the density distribution, and 
further aggregate the keywords with similar attributes, so that the density distribution of words 
presents the aggregation effect of “synonyms attract each other”, which makes the 
identification of density class easier. This paper chooses the normal distribution function as 
the basis to define the weightω , because the normal distribution converges at the values of 
zero and infinity, and there is a large rate of change near the standard deviation wσ , which can 
play an activation role. When the distance between a pair of simple words is zero between two 
sets, the weight of the pair will not be infinite, leading to the replacement of the distance 
between the whole set, nor will it cause the weight of dissimilar words to be too small or even 
negative, ignoring the dissimilarity. At the same time, the significant change near the standard 
deviation can also play a nonlinear activation role. The weight 1,iω′  is defined as: 

2 ' 2 ' 2
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+

                     (9) 

Substituting the experimental data of this paper based on the BERT vector model, the 
weight change curve is shown in Fig. 3. It can be seen from the results in Fig. 3 that, compared 
with the standard normal distribution, the weight calculation proposed in this paper can 
achieve better separation in the middle of word meaning similarity, and better control the 
weight ratio between the same word pair and the word pair with completely different meaning. 



1808                                                                                                        Liu et al.:  Hot Keyword Extraction of Sci-tech Periodicals  
Based on the Improved BERT Model 

 

Fig. 3. Weight curve 
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(2) Optimization of compound keyword density: In the optimization process of compound 
keyword density, first of all we should regard the word sense set of a compound keyword as a 
data point, in view of the nature of data density, the density effect between two data points is 
negatively related to the distance. Each data point has a density influence function, and the 
final density space is obtained by superposition of all data points. The density of compound 
keyword meaning set icw  is defined as: 

2

2

( , )

2

1

i j

i

Dis cw cwn

j
e σρ
−

=

= ∑                                               (11) 

In the above formula, ( )is ,i jD cw cw is the distance between two compound keyword sets; 
the standard deviation σ determines the size of normal distribution window. The value of 
standard deviation is to sort all distance data from small to large, and the distance in the top 2 
~ 10% is regarded as the standard deviation, which has good density recognition effect. 

It should be noted that the nonlinear influence relationship is introduced in the distance 
measurement and density measurement of the set, but the connotation of the two measurement 
methods is not repeated. In the distance measurement, the adjustment of the weight of different 
information elements in the set is realized, which is the embodiment of the polarity of the 
internal matching degree. In the density measurement, the non-linearity in calculation is the 
adjustment of nonlinear density influence on the external distribution when the set is regarded 
as a point distributed in space after the distance is determined. 

Clustering by Fast Search and Find of Density Peaks (CFSFDP) algorithm assigns two 
attributes to each data point: data point density iρ and nearest neighbor distance iδ . In the 
process of calculation, if the density of data points is larger, the distance between the 
representative points is smaller. The distance that the density is larger than the point in the 
vicinity of the point is also smaller. However, if the point is a local maximum point in the 
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calculation process, it is necessary to cross the class to find a data point whose density is 
greater than the point, resulting that the nearest pointing distance is much greater than the 
normal distance value under the density. In this paper, we mainly use the nature of CFSFDP 
algorithm itself to set the threshold for qualitative division, and separate the points with larger 
density and distance as the class center. In the Formula 12, the nearest neighbor distance refers 
to the distance from the nearest point in all data points that are greater than the current point 
density, which can be defined as: 

( )( )
( )( )

:

max is , ,
=

min is , others
j i

i j i jj
i

i jj

D cw cw j

D cw cw
ρ ρ

ρ ρ
δ

>

 ∀ >





                                           (12) 

The CFSFDP algorithm points out that the greater the density of data points, the smaller 
the distance between the points, and the smaller the distance to the neighboring medium whose 
density is greater than the point. However, when the point is a local maximum point, it is 
necessary to find the data points whose density is greater than the point across classes, resulting 
in the nearest pointing distance far greater than the normal distance value at the density. The 
CFSFDP algorithm uses this property to qualitatively divide by artificially setting a threshold, 
and separates points with a larger density and a larger distance as the class center. 

3.3 Class Label Generation 
After clustering is completed, the keywords in the class need to be summarized to generate 
class labels. Taking the cluster1 keyword class as an example, the class label generation 
process is shown in Fig. 4. 
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Fig. 4. Class label generation method 

Step1: Count the word frequency and position order of simple words in the compound 
keyword set in the current class. The basis for judging whether simple words are synonyms is 

1( , )1,i 2,1dis v v γ′ ′< , when the position order is uniformly distributed, the mean value is taken; 
when the position order distribution is clustered, the most concentrated position is taken. 
Suppose a set of simple word order is 1 2[ , , , ]px x x , and the geometric ratio is mapped to the 
interval 0.1~1 as ' ' '

1 2[ , , , ]px x x . Merging similar items in ' ' '
1 2[ , , , ]px x x , starting from the order 
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with the most similar items, and merging from large to small.  

Step2: Judging from the word frequency from large to small, the first word is the default 
output, and whether the -thi word is output is based on whether the word frequency is greater 
than the set thresholdη , and whether the order difference diff between the word frequency and 
the first ( )1 -thi −  output words is greater than the set thresholdε . 

Step3: Sort the output words according to the statistical rank value and combine them into 
class description labels. 

4. Empirical Analysis 

This study selects 21 management periodicals from CNKI(China National Knowledge 
Infrastructure) database as sample periodicals, the time of empirical data statistics is between 
2017 and 2019, with a total of 14420 papers, and includes multiple types of datasets. The 
selected periodicals include Management World, Nankai Business Review, Journal of Public 
Management, Chinese Journal of Management Science, Management Science, Journal of 
Management Sciences in China, Chinese Journal of Management, Economic Management 
Journal, Journal of Industrial Engineering and Engineering Management, Systems 
Engineering-Theory Methodology Application, Operations Research and Management 
Science, Journal of Management, Modern Management Science, Scientific Decision-Making, 
Modernization of Management, Journal of Management Case Studies, Project Management 
Technology, Leadership Science, Shanghai Management Science, and Management Engineer. 
The keywords of each journal in every month in recent three years were counted.  

4.1 Analysis of the Effect of Word Vector Acquisition 
The input data set of the model constructed in this paper is the monthly keyword collection of 
all periodicals. The top 20 words in the monthly keyword popularity ranking are manually 
summarized and marked. The Synonyms are summarized in the marking process to conform 
to the actual statistics, which mainly include innovation and entrepreneurship, information 
transmission, green governance and organization. Taking the words of innovation and 
entrepreneurship as an example, in the process of obtaining the word vector, the keywords in 
the class need to be split in order. The keyword set obtained from the data is: innovation output, 
innovation diffusion, innovation ability, innovation investment, innovation output, innovation 
input, innovation incubation performance, and innovation cluster. The effect is shown in Fig. 
5: 
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Fig. 5. Word vector keyword acquisition process fitting effect 

It can be seen from Fig. 5 that in the existing keywords, the fitting effect of most keywords 
is good. The influence of the innovation yield on the target is weak in the process of calculating 
the maximum correlation coefficient. The influence value is 1. Considering the accuracy of 
the model in the word sense distance measurement analysis and the hot keyword extraction 
accuracy analysis, the innovation yield in the keywords is removed. Retain the key words of 
innovation diffusion, innovation capability, innovation investment, innovation output, 
innovation input, innovation incubation performance and innovation cluster. 

4.2 Semantic Distance Metric Analysis 
Based on the semantic relationship, the keyword set is accurately mapped to the metric space 
to obtain an accurate distribution relationship, which is an important basis for the recognition 
of hot keywords. For the validity verification of word meaning measurement, the direct Bert 
model（i-BERT） distance measurement and the improved distance measurement are used to 
measure the labeled data respectively. Calculate the distance between the keyword category 
label and the keywords in the category, the sample results are shown in Table 1. Calculate the 
distance between hot keyword categories, the sample results are shown in Table 2. 

Table 1. Distance between the keyword category label and the keywords in the category 

Label Method Keyword  

innovation 
and 
entrepreneurs
hip  

- innovation 
diffusion 

innovation 
ability 

innovation 
investment 

innovation 
output 

innovatio
n input 

innovation 
incubation 
performanc
e 

innovation 
cluster 

BERT 7.57 7.69 5.91 7.82 7.13 8.85 6.99 

i-BERT 6.37 6.50 4.81 6.62 5.94 7.65  5.79 

information 
transfer - informatio

n sharing 
information 
Gap 

information 
integration 

informatio
n support 

informati
on 

information 
two-way 

informatio
n 
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interactio
n 
structure 

transmissio
n 

disseminat
ion 

BERT 8.17 7.71 6.62 7.79 8.04 5.27 4.11 

i-BERT 7.06 6.64 5.53 6.59  6.84 4.27 3.21 

green 
governance  

- 
green 
administrat
ion 

green 
governance 
mechanism 

green 
governance 
subject 

green 
transforma
tion 

green 
governan
ce 
guidelines 

green 
innovation 
strategy 

- 

BERT 8.63 5.91 6.49 8.39 6.31 8.3 - 

i-BERT 7.43 4.81 5.29 6.91 5.03 7.10 - 

organization 

- organizatio
nal virtue 

organizatio
nal 
practices 

organizatio
n structure 

organizati
onal 
innovation 

project 
organizati
on 

organizatio
nal 
characterist
ics 

- 

BERT 9.19 8.70 7.81 9.49 7.13 9.91 - 

i-BERT 8.00 7.50 6.61 8.77 5.91 8.71 - 

 

Table 2. Distance between heat keywords 

Label 

BERT i-BERT 

innovation 
and 
entrepreneur
ship 

informat
ion 
transfer 

Green 
governanc
e 

organizati
on 

innovation 
and 
entrepreneur
ship 

informati
on 
transfer 

green 
governan
ce 

organizat
ion 

innovation and 
entrepreneurshi
p 

0 11.56 12.78 11.95 0 11.37 11.06 11.20 

information 
transfer 11.56 0 11.96 11.27 11.37 0 12.27 10.75 

green 
governance 12.78 11.96 0 14.02 11.06 12.27 0 12.23 

organization 11.95 11.27 14.02 0 11.20 10.75 12.23 0 
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It can be seen from the experimental results in Table 1 and Table 2 that the distance 
measured by the proposed method is less than the vector Euclidean distance under the direct 
BERT model, but the distance shrinkage of the proposed method in the distance measurement 
between similar keywords is significantly greater than that between class labels. This is 
because the proposed distance measurement between composite keywords, on the one hand, 
will split the composite keywords into simple words for pairing, on the other hand, the adaptive 
weight distribution principle will automatically adjust the weight according to the distance 
between simple words, so that the weight of simple words with similar and the same semantics 
increases, so as to avoid the averaging of similar attributes. Among the class labels, the 
similarity between sub elements of different classes is low, and the weight adjustment effect 
of same-sex attraction is not significant. 

4.3 Accuracy Analysis of Hot Keyword Extraction 
Based on the analysis of word sense distance metric, the popularity keywords in words are 
extracted to further analyze the effectiveness of vector space mapping under the distance 
metric. Through the analysis of the existing research status, we can know that the commonly 
used methods for text feature extraction are TF-IDF and Word2vec. Therefore, the i-BERT 
model is compared with the original BERT model, the TF-IDF model, the Word2vec model 
and Decision Tree model. The paper selects the hot word recognition accuracy rate as the 
evaluation index, extracts the popularity of all journal keywords in the month, and determines 
the application effect of the model. The recognition process can be expressed by formula (13). 
The recognition process can be expressed by formula (13), which is: 

_AC W W ALL=                                                          (13) 

whereW denotes the number of hot words correctly identified in the current month, and 
_ iW ALL  denotes the number of manually marked hot words in the current month. 

The hot word recognition accuracy compares whether the final extracted hot keywords are 
correct. In order to further compare the accuracy of the word frequency statistics when 
extracting keywords, the recall rate is defined as: 

1

1 _
n

i i
i

RR TP T ALL
n =

= ∑                                                    (14) 

whereTP denotes the correct count of the number of the current -thi hot word frequency, 
and _ iT ALL  denotes the number of all samples under the hot word manually marked. 

The data set in this study is divided into three sections, and the I-Bert model, BERT model, 
TF-IDF model, Word2vec model and decision tree model are used for three experimental 
verifications, and the mean of the experimental results is obtained. The accuracy results are 
shown in Table 3. 
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Table 3. Accuracy of keyword extraction 

Data set There are about 61% of the same words and 39% of the synonyms under the same 
generalization label in the labeled data set. 

Method TFIDF Word2vec BERT i-BERT Decision Tree 

Hot word 
recognitio
n accuracy 

66.4% 68.4% 74.4% 77.5% 66.3% 

Recall rate 62.3% 67.5% 73.2% 82.1% 70.1% 

 

From the experimental results in Table 3, it can be seen that the hot word recognition 
accuracy of i-BERT method can reach 77.5%, the recall rate can reach 82.1%, and the keyword 
extraction accuracy is better than the comparison algorithm. The keyword extraction based on 
TF-IDF method can not measure the similar meaning of words, resulting in a significantly 
lower recall and low precision of keyword extraction. The keyword extraction based on 
word2vec method and BERT method is based on word vector, which can measure the meaning 
of words and make recall rate and accuracy higher. However, word2vec method is highly 
dependent on word segmentation, which leads to the inability to flexibly express compound 
keywords. Compared with word2vec method, BERT method can solve the problem of 
polysemous words properly. Because there are few polysemous words in the keywords of the 
paper even after word segmentation, the advantage of polysemous words is not significant, but 
it can express the vector of any compound keywords, which makes the vectorization more 
comprehensive, and improves the accuracy and recall rate again. 

5. Conclusion 

In order to improve the accuracy of subject hot keyword acquisition, this paper proposes a hot 
keyword extraction method of sci-tech periodicals based on improved BERT (i-BERT), which 
is used to accurately capture the hot issues of subject research and provide effective support 
for journal planning. The conclusions are as follows: 

(1) Make full use of the BERT language model to dynamically generate the context 
semantic representation of characters through the two-way transformer structure, which can 
better represent the semantic and sentence characteristics of characters than the traditional 
word embedded vector representation. The distance of composite keyword set is defined 
innovatively, and the distance weight of each pair of matching elements in the set adopts 
normalized nonlinear mapping to overcome the disadvantage of bad correspondence between 
distance value.  

(2) The data set selected in the experiment is the keywords given by the literature. The 
data set can be the abstract of the literature or even the full text content by improving the model 
so as to improve the accuracy of the discovery of research hot areas or directions through the 
comprehensiveness of the data set. 
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(3) The extraction method of subject hotspots proposed in this paper, which is based on 
the literature keywords in a relatively new period of time, can further strengthen the accuracy 
and effectiveness of timeliness. Future researches can study the evolution law of subject 
hotspots from the literature data of a larger time span, and study the hot words and new words 
from the literature data of a larger subject field or even across disciplines. Future researches 
can also predict the changing trend of discipline hot spots that enables the sci-tech periodicals 
to guide the direction of discuripline research. 

(4) The empirical analysis shows that the extraction accuracy of hot keywords of sci-tech 
periodicals proposed in this paper reaches 77% and the recall rate reaches 82%, which is higher 
than the existing common journal keyword extraction methods, and can ensure the accuracy 
and timeliness of capturing hot issues in discipline research. 
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