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Abstract 

 
Nowadays, COVID-19 infections are influencing our daily lives which have spread globally. 
The major symptoms’ of COVID-19 are dry cough, sore throat, and fever which in turn to 
critical complications like multi organs failure, acute respiratory distress syndrome, etc. 
Therefore, to hinder the spread of COVID-19, a Computerized Doughty Predictor Framework 
(CDPF) is developed to yield benefits in monitoring the progression of disease from Chest CT 
images which will reduce the mortality rates significantly. The proposed framework CDPF 
employs Convolutional Neural Network (CNN) as a feature extractor to extract the features 
from CT images. Subsequently, the extracted features are fed into the Adaptive Dragonfly 
Algorithm (ADA) to extract the most significant features which will smoothly drive the 
diagnosing of the COVID and Non-COVID cases with the support of Doughty Learners (DL). 
This paper uses the publicly available SARS-CoV-2 and Github COVID CT dataset which 
contains 2482 and 812 CT images with two class labels COVID+ and COVID-. The 
performance of CDPF is evaluated against existing state of art approaches, which shows the 
superiority of CDPF with the diagnosis accuracy of about 99.76%. 
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1. Introduction 

A virus is a sub-microscopic agent which is coated with protein and it can be found anywhere 
like water, air, and soil. It has the potential to cause severe illnesses like smallpox and Acquired 
Immuno Deficiency Syndrome (AIDS) and also attacks certain cells of the human body such 
as respiratory systems, liver, and blood [1].  A new kind of coronavirus disease is an infectious 
disease caused by Severe Acute Respiratory Syndrome CoronaVirus 2 (SARS-CoV-2) which 
has been found in 2019 in Wuhan, China [2]. It has spread globally either by direct contact 
with infected people or indirect contact with the tools used by infected people. The major 
symptoms of COVID-19 include fever with cough, fatigue, and breathing problem, loss of 
taste and smell, and also leads to severe complications such as Middle East Respiratory 
Syndrome (MERS) and Severe Acute Respiratory Syndrome (SARS). According to the 
statement of WHO report, as of July 2020, more than 12 million people have been infected 
and around 552,050 people are lost their lives [3]. Since the lack of ICUs, many health care 
sectors even in developed countries failed to save human lives. As per the statement given by 
the main Disease Control Centers of the Chinese [1], till 9th April 2020, 13.8% of people were 
identified with severe conditions, and 4.7% people were identified with critical conditions. A 
higher mortality rate is detected from infected males than females, but a higher death rate is 
detected in both genders with rising age. Therefore, health sectors all over the world are taking 
part in the earlier diagnosis of COVID-19 cases to achieve less fatality rate.  

Although, manual detection of COVID-19 is time-consuming [2]. A Polymerase chain 
reaction (PCR) laboratory test result sets the benchmark for recognizing covid-19 infection in 
the human body. But, the process of PCR takes 4-6 hours [3], to yield the test results which is 
a lengthy time compared to the time taken by the virus to spread. As a result, the infected 
person cannot be identified in time and tends to infect others unintentionally.  To address the 
inadequacies present in the current COVID-19 tests, many physicians have started to utilize 
radiological images such as X-rays or CT scans for accurate diagnosis. As many hospitals and 
laboratories have X-ray machines, few radiologists suggest chest X-rays for diagnosis through 
which chest images of patients can be obtained easily. But, CT scans are more advantageous 
than X-rays with giving a more detailed picture of the patient’s condition including soft tissues. 
So, CT images are the most preferable one among many radiologists. Many research 
contributors [4-9] have revealed the effectiveness of CT scans in COVID-19 diagnosis. 

Therefore it is indispensable to build the computerized paradigm for detecting the COVID-
19 disease at an earlier stage with a high precision rate to achieve a lower fatality rate and save 
the physician’s valuable time.  Over the decade, AI technologies have been incorporated [10] 
into medical diagnosis systems because of its extreme capability beyond the human potential 
in handling enormous datasets. Hence, an AI-based medical diagnosis system facilitates 
speedy, reliable, and accurate diagnosis [11].  Moreover, AI-based approaches eliminate the 
limitation faced by PCR test kits, testing cost, and waiting time to yield the test results. Many 
researchers have experimentally proved that deep learning-based computer-aided diagnosis 
has achieved remarkable performance in the field of medical science [12] such as classification 
of skin cancer, brain diseases, lung segmentation, and so on. The reason behind this great 
success is that the deep learning algorithms automatically learn the features from the given 
datasets whereas machine learning algorithms are based on extracting the features manually.  

Many researchers have endeavored to design an effective classification model for 
diagnosing the covid-19 infected people from normal people [13-36]. They compete with one 
another to win the greater precision rate in a shorter time. Because lower false positive rate 
could help normal people to avoid unnecessary medical treatments which in turn saves medical 
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resources and helps the infected people to acquire medical treatments in time which reduces 
the fatality rate considerably. Therefore, greater accuracy with shorter time complexity is 
considered as the benchmark for measuring the performance of the medical diagnostic system. 

To attain the above benchmarks, a Computerized Doughty Predictor Framework (CDPF) is 
developed for diagnosing the COVID-19 cases. The highlights of the proposed system are as 
follows: 

• The proposed framework makes use of the deep learning approach such as 
Convolutional Neural Network (CNN) for extracting the features from chest CT 
images to improve the prediction accuracy. 

• The Adaptive Dragonfly Algorithm (ADA) is introduced to capture the most 
significant features by eliminating the features which do not contribute much to the 
classification, so the time required to train the model will reduce considerably and 
also enhances the accuracy of classifiers. 

• Ensemble classifiers are used in the name of Doughty learners to make a strong 
decision on the given sample which lowers the error rate. 

The rest of the paper is organized as follows: Section II depicts the survey of existing art 
of approaches; Section III presents the detailed description of the proposed framework; Results 
and discussions are provided in Section IV. Finally, the conclusion and future enhancements 
are given in Section V.   

2. Related Works 
The recent novelties with the exploitation of AI technologies that exist in the field of 

designing Computer-Aided COVID-19 Diagnosis (CACD) systems have been explored. This 
exploration further helps the researchers to figure out the bottleneck that resists the 
performance of existing CACDs and acquire the adequacy to breakout such constraints 
through designing a powerful paradigm.  

Several research works related to diagnosing the COVID-19 disease from CT and X-Ray 
images are been addressed. In [13], automatic detection of COVID-19 disease based on deep 
transfer learning from chest X-Ray images has been proposed and it shows an accuracy of 
about 98%. In [14], Wang et al. have employed the CNN mechanism over X-Ray images with 
three classes of labels to distinguish the normal, COVID-19, and pneumonia patients, which 
produces an efficiency of about 92.6%.  In [15], Abbas et al. have presented a framework 
named DeTraC for predicting COVID-19 which is been carried out on Chest X-Ray (CXR) 
images and it is mainly designed to detect the irregularities in the image with the aid of class 
decomposition techniques and attained the disease recognition accuracy of 95.12%. Authors 
in [16] have collectively been involved in designing CNN based medical diagnosis system to 
help radiologists automatically diagnose people with Coronavirus from CXR images. The 
classification performance of the proposed system is assessed and obtained more than 66% 
testing accuracy. In [17], Khan et al. have proposed a deep learning network to automatically 
detect the people with coronavirus by extracting the essential features from CXR images of 
284 COVID-19 cases, 330 pneumonia bacterial cases, 327 pneumonia viral cases, and 310 
normal cases. Moreover, the proposed system is achieved 89.5% accuracy in the four classes’ 
scenario. However, CXR images cannot discriminate the soft tissues perfectly that defeats the 
system performance to achieve 100% accuracy [18]. Thus, many researchers have contributed 
the advanced framework based on Chest CT (CCT) images rather than CXR images towards 
achieving greater specificity in non-COVID-19 cases. 
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A few incredible research works for the prediction of COVID-19 on CCT images have 
been briefed here. In [19], authors have developed an AI algorithm to detect COVID-19 from 
CCT images and could attain the specificity of 93%. The authors Barstugan et al. [20] have 
adopted machine learning methods for COVID-19 classification using 300 CT images and its 
execution is started with feature extractions followed by SVM-based classifications. The 
overall performance of the machine learning framework is evaluated and it acquired an 
accuracy rate of 99.68%. In [21], Li et al. have built the ResNet50 (COVNet) model to 
distinguish the COVID-19 cases from pneumonia and non-pneumonia cases using 4356 CCT 
images. The worthiness of the COVNet model is experimentally proved with a specificity of 
96%. The authors Gozes et al. [22] have developed a comprehensive system for detecting the 
coronavirus using CT screening. The system is trained by employing the ResNet 50 network 
and also employed image processing mechanisms for lung segmentation. The specificity of 
the proposed system was attained as 98% with an AUC score of 0.9940.  

The authors in [23] have demonstrated that UNet++ based training on segmented CT 
images achieved 98.85% of testing accuracy. In conclusion, the preliminary study has 
demonstrated that the CT images in the COVID-19 diagnosis system have high specificity [19] 
with sufficient generalizability and in addition to this, the AI-based diagnosis model could 
able to obtain the optimum results with a maximum of 99.00%+0.09 accuracy. Moreover, the 
study in [24] has stated that CT scans are spotting the hazy gray areas in the lungs which are 
the primary sign of COVID-19, and found that CT Screening has high sensitivity in diagnosing 
COVID-19. As a result, CT scans are deliberated as a primary resource for monitoring and 
evaluating the COVID-19 patients with the acute respiratory syndrome. There is a need for 
analyzing multiple images to monitor the progression of the disease for a patient manually 
which complicates the earlier detection [24] and failed to attain greater precision. Therefore, 
an Automated AI-based diagnosis system has come into practice to speed up the screening of 
many images with a high precision rate and also able to detect the patients even in asymptotic 
conditions. 

The following study has assessed the efficacy of various machine learning and deep 
learning algorithms applied over the radiological images to resolve the clinical diagnosis issues. 
According to the statement of the authors in [24], the prime abnormalities of COVID-19 
infected patients are Ground-Glass Opacities (GGO), consolidations, and nodules. These 
features are easily identifiable through deep learning mechanisms. Alqudah et al. [28] have 
presented the hybrid AI systems with three classification models such as SVM, CNN, and 
Random Forest, and their system performance is achieved up to 95.2% accuracy with 93.3% 
sensitivity. In [30] Tang et al. and Farid et al. [31] have proposed the framework to predict the 
severity of COVID-19 disease in Chest CT images by extracting the quantitative features. The 
feature extractions were carried out with the help of Machine Learning algorithms and yielded 
detection accuracy of 87.5% and 96.07%.   

The authors of [29] have attempted to build a novel detection model based on GAN and 
deep transfer learning. They have utilized three pre-trained models for classifications like 
AlexNet, GoogleNet, and RestNet18. The experimental results inferred that the RESTNet 18 
is the major influencing mechanism to yield a greater accuracy rate. Jelodar et al. [25] and Yan 
et al. [26] have built the model based on LSTM to predict the COVID-19 confirmed cases. But 
they were unsuccessful to solve the problem of data irregularity leads to a greater 
misclassification rate. Sedik et al. [27] have taken the steps further to resolve data irregularity 
by deploying deep learning mechanisms namely CNN and LSTM over the augmented datasets. 
The augmentation includes rotation, flipping, and resizing as well as data augmentation based 
on conditional generative adversarial networks (CGANs), and their system efficacy is 
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evidenced with an average accuracy of 95%.  The authors of [37] have applied the data set of 
augmented images on RestNet18 architecture to locate the abnormalities lies in the CT scans 
and its demonstration shows an accuracy of 99.4%. In [32], authors have proposed a hybrid 
framework in which VGG16, ResNet50, DenseNet121, and InceptionResNetV2 were utilized 
for extracting deep features from the chest images. Further, the extracted features are fed into 
different ML classifiers for final prediction and achieved 87.9% accuracy.  

The Light CNN framework which is mentioned in [33] has shortened the training time 
with less classification accuracy whereas the works mentioned in [34] and [35] have greater 
recognition accuracy with high time complexity. The feature extraction mechanism may 
generate redundant and irrelevant features in feature space subjected to high computational 
overhead. Hence it necessitates the feature selection mechanism [3] which does not only 
enhances the classification accuracy but also minimizes the computational overheads. In [36], 
Singh et al. [36] have proposed a three-stage mechanism for COVID-19 diagnosis. In, first 
stage, deep transfer learning architecture based on VGG 16 was employed as a feature 
extractor. Then, the extracted features were selected by applying Principal Component 
Analysis (PCA). Finally, four different classifiers were used to discover the COVID-19 
patients from normal people and they yielded the best accuracy of 95.7%.     

The following key points have been derived from the above study and taken into the 
consideration in the proposed framework. 

• CT screening plays a major role in COVID-19 diagnosis since it delivers high 
sensitivity and specificity rate. 

• Automated AI-based diagnosis is desirable to replace the manual process 
which in turn speeds up the analyzing huge datasets. 

• A deep learning-based diagnosis system can effectively recognize the prime 
abnormalities of COVID-19 in CT scans.   

• However, Some DL-based approaches were slow and produced less 
recognition accuracy due to data irregularity.  

• To overcome the limitations of DL-based approaches, Feature Selection (FS) 
method can be employed to eliminate the irrelevant features which enhance the 
classification accuracy and minimize the computational overhead.  

• Before Feature Extraction, data augmentation techniques can be used to build 
a deep learning model with reduced overfitting [38].   

• Ensemble classifiers can be applied to improve the accuracy of prediction 
further through aggregating the decisions of multiple base classifiers [39], [40]. 

3. System Materials and Methodologies 
The Proposed framework (CDPF) is a Multi-phase process as shown in Fig. 1.  Initially, 

the framework has been nourished with CT images which are collected from publically 
available SARS-CoV-2 and Github COVID CT datasets. Then, auto augmentation policy has 
been applied over the collected dataset which helps to improve the generalization performance 
of deep learning architecture by lessen the distance between training sets and validation set as 
well as any future testing sets.  Besides, the augmented data sets are further enhanced by 
employing preprocessing mechanisms which involve noise removal (BLPF) and contrast 
enhancement (HE). Subsequently, the preprocessed images are subjected to UNet Architecture 
to perform semantic-based segmentation for separating the Region of Interest (ROI). Further, 
Convolutional Neural Network is used as a feature extractor to extract the features from the 
segmented parts. The resultant feature sets are further applied to the Adaptive Dragon Fly 
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algorithm to select the optimal feature sets. Finally, the optimized feature set is used for 
distinguishing COVID-19 cases from normal cases by employing Ada Boost Doughty 
Learners. 

 
Fig. 1.  Methodologies of CDPF framework 

3.1 Dataset Description 

The publicly available SARS-CoV-2 CT Scan dataset (Dataset 1) used in this research 
contains 2482 CT images with two class labels such as COVID+ and COVID. Similarly, open-
source COVID CT-dataset (Dataset 2) from Github is also used for experimenting with the 
proposed framework to show its diagnosis effectiveness which has 300 COVID-19 CT images 
and 512 non-COVID-19 CT images. Dataset2 has been subjected to Auto Augmentation 
Policy which artificially expands the given dataset [41] for increasing the generalization 
performance of the proposed architecture. 

3.2 Auto Augmentation Policy (AAP) 

This policy automatically selects the suitable augmentation policy for the given dataset. 
In Search Space (S), a policy has several sub-policies which has three tuples {Ŧ(t), µt, Ƥt} where 
Ŧ(t) describes the transformation operations to be applied over the input image, Magnitude (µt) 
and Probability (Ƥt) of using the operations in each batch.  Totally, 16 transformation 
operations are used in our search space and the range of µt is [0 to 9] and the range of Ƥt is [0, 
0.1… 1]. Further, Search Algorithm is used to find better data augmentation policies based on 
higher validation accuracies. The following steps are iteratively performed in AAP as shown 
in Fig. 2. Finally, the best sub-policies are concatenated to yield the best augmentation policy 
for the given dataset.  

• For every image in the dataset, sub policy is randomly chosen and applied to 
generate the transformed images.  

• The resultant images are further used to train the child model with a learning rate 
of 0.00035 and weights of the controllers are in the range of (-0.1, 0.1). 

• The child models are trained based on Recurrent Neural Network (RNN).  
• The validation sets are used to evaluate the accuracy (R) which in turn act as a 

reward signal to train the RNN controller.  
• The controller assigns a low probability for poor child models and a high 

probability for good child models which helps to determine the best sub policy. 
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Fig. 2.  Selection of best augmentation method using AAP   
 

3.3 Image Preprocessing 

The image preprocessing mechanism plays a vital role in medical image-based diagnosis. 
In the proposed framework, the Contrast Enhancement technique namely Histogram 
Equalization (HE) is applied to remove the uncertainties present in the captured image. The 
uncertainties are in the form of blurry images, shadow images, and inexact gray levels which 
results in an incorrect diagnosis. Initially, HE tries to find the histogram and local minima of 
the given image. Then, Histogram is divided based on the local minima. Finally, HE is applied 
over each partition. Before this, Bi-Lateral Low Pass Filter (BLPF) is applied to remove the 
noises and outliers present in the captured images. It is a nonlinear filter that preserves the 
sharp edges since the intensity of each pixel is replaced by the weighted average of intensity 
values of neighborhood pixels. The weight does not only depend on the distance of the pixels 
but also depends on the pixel intensities, depth distance, and so on. In BLPF, weights can be 
calculated based on Gaussian distribution.  

3.4 UNet based ROI Detection 

The major imaging features of CT Scans such as ground-glass opacity and occasional 
consolidation plaques in the lungs enable radiologists for diagnosing COVID 19 and 
evaluating the severity level of patients. It is a challenging task to automatically segment the 
lesions of COVID 19 because of their different characteristics appearances such as ground-
glass opacity and consolidation plaques; irregular shapes and fuzzy boundaries; fewer lesions 
have very lower contrast when compared to their surrounding areas; moreover, it is a difficult 
and time-consuming task to mark the pulmonary infection in artificial [42]. It necessitates 
developing a deep learning approach to automatically segment the COVID 19 infected Areas 
(ROI) from CT chest images by extracting rich features. In this research, UNet architecture is 
used for image segmentation which performs semantic-based segmentation from which ROI 
can be detected. It uses the concept of de-convolution and uses shortcut connections among 
the encoder and decoder which provides high-resolution features to the de-convolution layers 
that leads to more precise segmentation of ROI which results in greater accuracy and it is 
experimentally proved and shown in the section 4. 

The UNet architecture has two paths such as at the left side named contracting path to 
obtain context information and at the right side named expansive path to recover feature map 
shown in Fig. 3. The contracting path follows the architecture of a convolutional network 
where performing two 3*3 convolution processes, each followed by Rectified Linear Unit 
(ReLU) and 2*2 max-pooling operations with stride 2 for downsampling. In the process of 
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downsampling, the number of feature channels are doubled from 64 to 256. In contrast, the 
expansive path involves upsampling followed by 2*2 convolution which minimizes the 
number of feature channels to half from 256 to 64, and performing two 3*3 convolution 
processes, each followed by Rectified Linear Unit. 

 
Fig. 3.  UNet based ROI detection 

 
At each step in the expansive path, the high-resolution feature maps of the contracting path 

are concatenated with the output of the upsampling process to achieve localization and obtain 
the accurate output. Finally, the 1*1 convolution process is performed at the final layer to map 
the resultant feature maps into the required number of classes.  Now, the UNet architecture is 
trained by feeding the input images and their respective segmentation maps with the help of 
the soft-max function as given in (1).  

 

                                              pc(x) = 𝑒𝑒𝑎𝑎𝑐𝑐
(𝑥𝑥)
∗  1

∑ 𝑒𝑒𝑎𝑎𝑐𝑐
(𝑥𝑥)𝐾𝐾

𝑘𝑘=1

              (1) 

 
Where 𝑎𝑎𝑐𝑐

(𝑥𝑥) denotes the activation in the feature channel ‘c’ at the pixel ‘x’ and ‘K’ is the 
no of classes. The value of pc(x) is 1 for the classes ‘K’ that has maximum activation 𝑎𝑎𝑐𝑐

(𝑥𝑥) and 
0 for all other ‘K'. Then cross-entropy (E) is calculated using (2) to correct the deviation of the 
function 𝑝𝑝𝑙𝑙

(𝑥𝑥) .  
 

                                             E=∑ 𝜔𝜔(𝑥𝑥) log𝑝𝑝𝑡𝑡
(𝑥𝑥) (𝑥𝑥)𝑁𝑁={1….𝐾𝐾}         (2) 

 
Where ‘t’ denotes the truth label of each pixel x and ‘𝜔𝜔’ denotes the weight map which is 

pre-computed using (3) to segment the ground truth image and force the network to learn the 
small separation borders. Then morphological operators are applied to compute the separation 
borders. 

                                                 𝜔𝜔(𝑥𝑥) = 𝜔𝜔𝑓𝑓
(𝑥𝑥) +  𝜔𝜔0 * 𝑒𝑒

−(𝑔𝑔1
(𝑥𝑥)+𝑔𝑔2

(𝑥𝑥)) 2

2∗𝛼𝛼2                                          (3) 
 

Where 𝜔𝜔𝑓𝑓
(𝑥𝑥) denotes the weight map and 𝑔𝑔1

(𝑥𝑥) and 𝑔𝑔2
(𝑥𝑥) represent the distance to the border 

of the nearest cell and second the nearest cell respectively and the values of 𝜔𝜔0 and α set to 10 
and 5 pixels respectively.   
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3.5 Feature Extractor as Convolutional Neural Network (CNN) 

Many researchers have evidenced the efficacy of CNN architecture in many applications 
especially in image classification and medical image analysis. The major reason behind this 
success is that the CNN is capable of obtaining local features from the higher layer inputs and 
transfer them into the lower layers [3] for extracting complex features. But still have a strong 
prediction against COVID-19 cases, it needs to be trained using large datasets.  Due to the 
unavailability of accurate and large public datasets, the proposed work uses CNN to extract 
the powerful features rather than the prediction.  

Table 1. Parameters of CNN 
Layers K Ks Ss Learnable Parameters (LPs) 
CoOp_1 64 3 by 3 1 by 1 1792 
MaP_1 - 2 by 2 2 by 2 - 

CoOp_2 64 3 by 3 1 by 1 36928 
MaP_2 - 2 by 2 2 by 2 - 

CoOp_3 32 3 by 3 1 by 1 18464 
MaP_3 - 2 by 2 2 by 2 - 

CoOp_4 16 3 by 3 1 by 1 4624 
MaP_4 - 2 by 2 2 by 2 - 

CoOp_5 8 3 by 3 1 by 1 1160 
 
The architecture of CNN comprises the input layer, several hidden layers, and output layer 

as shown in Fig. 4. The hidden layer subsequently performs the convolution operations (CoOp) 
to generate the feature maps followed by Maximum Pooling (MaP) operations for feature 
reduction. These set of operations are repeated 5 times in the proposed framework with varying 
numbers of filters (K) and with an ideal filter size (Ks) of 3 by 3 at each time as shown in   
Table 1. All convolution layers use the strider of size (Ss) 1 by 1 whereas all pooling layers 
use the strider of size 2 by 2. Similarly, ReLU (Rectified Linear Unit) is used as an activation 
function of all neurons in the network for increasing the nonlinearity in feature maps. The 
input layer of the architecture considers the size of the image is 224 by 224 and the total 
Learnable Parameters (LPs) of this architecture are 62968 which is earned using (4). From the 
last layer, a total of 800 features have been extracted from each input image. 

                         LPs=(ℎ(𝐾𝐾) ∗ 𝑤𝑤(𝐾𝐾) ∗ 𝑛𝑛(𝐾𝐾P) + 1) ∗ n(𝐾𝐾C)                                              (4) 
Where ℎ(𝐾𝐾) represents the height of filter, 𝑤𝑤(𝐾𝐾) represents the width of filter, 𝑛𝑛(𝐾𝐾𝐾𝐾) 

specifies the number of filters in previous layer and n(𝐾𝐾C) denotes the number of filters in 
current layer.  

Moreover, in CNN, kernels are often called as feature identifiers which are very useful in 
identifying specific features. The kernels are initialized with specific weights (wt) and weights 
of the kernels are iteratively updated using (5) based on the simplest update rule described in 
Stochastic Gradient Descent approach which adjusts the weights to minimize the loss.   

wt=wt(i)-l(r)*g(r)     (5) 
Where wt(i) denotes the learnable weight with an initial value which is a random number 

in the range of [0.0, sqrt(2/n)] in which ‘n’ denotes the number of inputs, l(r) is a learning rate 
with the value of 0.0001, g(r) is the gradient which is the partial derivative of loss function 
(∂L) with respect to learnable weight (∂(wt)) and L is the Mean Squared Error based loss 
function. 
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Fig. 4. CNN architecture 

3.5.1 Optimum Feature Selection using Adaptive Dragonfly Algorithm (ADA) 

The resultant feature sets may have irrelevant and redundant features which increase the 
misclassification rate and introduces the computational overhead. To address the above-said 
challenges, the Optimum Feature Selection (OFS) strategy is employed to eliminate irrelevant 
features which do not contribute much to the classification process. The Dragonfly Algorithm 
(DA) is a Meta-Heuristic algorithm that uses dynamic and static swarming behaviors to 
explore the search space and determine the optimum solution for the given problem. It also 
uses three principles of swarming as Separation, Alignment, and Cohesion as described in [45] 
and [46]. But in DA, the position of each dragonfly is updated based on the step vector, and 
the position vector leads to premature convergence [47] because the dragonflies are not 
allowed to keep track of the previously obtained solutions. Moreover, in DA, swarming factors 
can be adjusted by fixed parameters cause imbalance in local and global search. To address 
the above challenges, the authors of [47] have incorporated the following features into the 
typical DA which is used as Adaptive Dragonfly Algorithm (ADA) in the proposed framework 
for optimum feature selection. 

• Pbest and Gbest variables are introduced to obtain the local best fitness value of 
dragonfly and global best fitness value. 
• At each iteration, the fitness value of dragonfly is compared with current Pbest and if 
fitness value is better than current Pbest, then Pbest is assigned to fitness value. 
• Similarly, the best fitness value obtained yet by all dragonflies is saved to Gbest. 
• Dynamic curves are employed to tune the parameters of swarming factors. 
• At the earlier stage, the ADA searches for huge search space to avoid premature 
convergence. 
• At the later stage, to refine the final solutions, small regions are exploited.     
In optimum feature selection process, ADA performs the following steps sequentially as 

shown in Fig. 5. 
• Initially, the subset of features from the given set is selected based on the mRMR 

principle (Maximum Relevancy Minimum Redundancy). The selection is based on 
the value of probability ‘p’. If value of ‘p’ is greater than ‘ε’, then that feature is 
selected for ADA algorithm. Thereby, all top ranking features are being selected. 

• Then selected subsets (S’) are subjected to ADA as initial set of populations to 
generate the promising candidate set.  

• Now ADA algorithm begins to execute by initializing the parameters {t, Max_iter, Pb, 
Gb and E}. 
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• For Every Iteration, Fitness value for selected subset is calculated using SVM 
classifier. 

• Subsequently Pbest (Pb) and Gbest (Gb) values are updated based on fitness value. 
• The weights of swarming factors such as s(ω), a(ω), c(ω) and e(f) are updated using 

the dynamic curve f(t). The values of those parameters are decreased adaptively based 
on f(t). 

• Then, values of Separation (S), Alignment (A), Cohesion (C), Food Source (F) and 
Enemy (E) are updated according to the equations given in Algorithm 1. 

• Each dragon fly update its position vector Δ(X) using the formula described in 
Algorithm 1. 

• The above mentioned steps are iteratively performed until the value of ‘t’ reaches 
maximum iteration.        

• Then, candidates with best fitness value are considered as the optimum features for 
the COVID-19 diagnosis.  

 

 
Fig. 5.  Optimum feature selection using ADA 

 
Algorithm 1 OFS using ADA   
 
Input: Feature Set S{X1, X2…….Xn} 
Output: Optimum Feature Set Opt(S) 
Begin 
Calculate  
mRMR =  1

𝑀𝑀
((∑ 𝑅𝑅𝑅𝑅(𝑆𝑆(𝑖𝑖),𝐶𝐶) + 𝑅𝑅𝑅𝑅(𝑅𝑅(𝑚𝑚),𝐶𝐶)𝑀𝑀

𝑖𝑖=1 -1
𝑀𝑀

(∑ 𝑅𝑅𝑅𝑅(𝑆𝑆(𝑖𝑖),𝑅𝑅(𝑚𝑚))𝑀𝑀
𝑖𝑖=1  

Select Subset S’ based on the probability of mRMR feature sets by 
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p=−(1 + 𝑟𝑟) ∗
𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(2∗𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑋𝑋)

𝑓𝑓 )

𝜋𝜋
+1 

Binary values are assigned to each feature based on the value of ε. 
X(i)=1 if p> ε; 1≤i≤n 
X(i)=0 otherwise 
ε= 1-0.5*r*1

𝑓𝑓
 

Initialize the Dragonflies to create population S’={X1, X2…..Xn} where features with value ‘1’ 
While t<Max_iter  
Calculate the Fitness value of position vectors of dragonflies  
Update food source, enemy, Pbest and Gbest 
Update parameters s(𝜔𝜔), a(𝜔𝜔), c(𝜔𝜔) and e(𝑓𝑓) by 
f(t)= Init(1- 1

1+𝑒𝑒(−0.1∗𝑡𝑡+5)) 
Calculate S, A, C, F, and E by 
Si = -∑ 𝑋𝑋 − 𝑋𝑋𝑘𝑘𝑁𝑁

𝑘𝑘=1  

Ai = 
∑ 𝑉𝑉𝑘𝑘
𝑁𝑁
𝑘𝑘=1
𝑁𝑁  

Ci = 
∑ 𝑋𝑋𝑘𝑘
𝑁𝑁
𝑘𝑘=1
𝑁𝑁

-X 
Fi=F+-X 
Ei=E+-X 
Update Position Vectors by 
Δ(𝑋𝑋𝑖𝑖𝑡𝑡+1) = (s(𝜔𝜔)𝑆𝑆𝑖𝑖𝑡𝑡+ a(𝜔𝜔)𝐴𝐴𝑖𝑖𝑡𝑡+ c(𝜔𝜔)𝐶𝐶𝑖𝑖𝑡𝑡+ f(𝜔𝜔)𝐹𝐹𝑖𝑖𝑡𝑡+ e(𝑓𝑓)𝐸𝐸𝑖𝑖𝑡𝑡)+w𝑋𝑋𝑖𝑖𝑡𝑡+C1r1(𝑃𝑃𝑃𝑃𝑖𝑖 𝑡𝑡 - 𝑋𝑋𝑖𝑖𝑡𝑡)*ln(1

𝑢𝑢
)+   C2(1-r1)(Gb-

𝑋𝑋𝑖𝑖𝑡𝑡) 
𝑃𝑃𝑃𝑃𝑖𝑖 𝑡𝑡  =

1
𝐼𝐼
∑ 𝑝𝑝𝑖𝑖𝑡𝑡𝐼𝐼
𝑖𝑖=1  

Stop 
 

Table 2.  Nomenclature of ADA 
S.No Terms Description 

1 M No. of Selected Features 
2 S Selected Features 
3 C Class Labels 
4 R Remaining Features 
5 Rl Relevancy between 

labels and features 
6 Rd Redundancy between 

two features 
7 t Iteration 
8 s(𝜔𝜔) Separation Weight 

initialized to 0.1 
9 a(𝜔𝜔) Alignment Weight 

initialized to 0.1 
10 c(𝜔𝜔) Cohesion Weight 

initialized to 0.7 
 11 e(𝑓𝑓) Enemy Factor initialized 

to 1 
12 S Separation 
13  A Alignment 
14 C Cohesion 
15 F Food Source 
16 E Enemy 
17 X Current Position of 
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Dragonfly 
18 Xk Position of kth Neighbor 
19 Vk The velocity of kth 

Neighbor 
20 N Neighborhood Size 
21 F+ Position of Food Source 
22 E- Position of Enemy 
23 f(𝜔𝜔) Food Source Weight 

initialized to 1 
24 w Inertia Weight initialized 

to 0.9 
25 Pb Personal Best 
26 Gb Global Best 
27 C1,C2 Cognitive and Social 

Parameters set to ‘2’ 
28 r1 and u Random Values assigned 

in the range (0,1)  
29 I No. of Instances 
30 f No. of Features 
31 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑋𝑋) Feature Set X obtained 

by mRMR 

3.6 Predicting COVID-19 cases based on Ada Boost Doughty Learners (ABDL) 

 In the proposed framework, prediction is made based on the Ensemble Learners to 
improve the accuracy of the framework. The major reason for choosing the ensemble culture 
is that the decision of multiple classifiers will be better and effective than the single classifier. 
It is a two-step process in which a committee of learners is constituted at the first stage 
followed by fusing the decision of each learner to make a doughty and final prediction. The 
fusion is carried out in several ways like weighting methods and meta-learning methods. The 
proposed method utilizes the concept of the Adaptive Boosting process to fuse the decisions 
which is a weighted and iterative method. The classification ability of the Ada Boost method 
is significantly higher than other learners [48] since at every iteration it concentrates on more 
complex samples by reducing the weight of correctly classified samples and increase the 
probability of selecting the misclassified samples. Likewise, Ada Boost Doughty Learners 
(ABDL) concentrates on handling the more informative and complex samples by making 
subsequent learners correct the mistakes of its predecessor.  

In ABDL, Doughty Learners are of Support Vector Machine (SVM), Naïve Bayes 
Classifiers (NBC), and Decision Tree (DT). Each classifier is subsequently executed for a 
predefined number of iterations as shown in Fig. 6. At the beginning, SVM classifier starts to 
execute with the input samples and initial weights. At the end of its execution, initial weights 
are updated for each input samples based on the prediction. Subsequently, NBC starts its 
execution by receiving the updated weights which are generated by SVM Classifier by which 
the NBC Classifier attempts to correct the mistakes of SVM Classifier. Then, the third learner 
DT classifier starts its execution by using the updated weights of NBC Classifier, Finally, 
prediction over the given sample is accomplished by fusing the decision of all doughty learners. 
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Fig. 6.  Prediction based on ada boost doughty learners 

 
The working method of ABDL is described as follows: 
Step 1: Initially, equal weights are assigned to each input sample using the given formula. 

                                          𝜔𝜔t(i)=
1
𝑁𝑁

                                   (6) 
Where 𝜔𝜔t(i) represents the weight of the ith sample in iteration ‘t’ and ‘N’ represents 
the number of input sample. 

Step 2: Now, Input samples with weights are subjected to the SVM classifier to perform 
prediction on the input samples. 
Step 3: At the end of every iteration, the significance of the classifier is calculated by 
summing up the weights of every misclassified samples as shown in the given formula. 

                                          Št(l)=
1
2

log(1−𝑠𝑠𝑠𝑠𝑠𝑠(𝜔𝜔𝑡𝑡
(𝑚𝑚(𝑖𝑖)) )

𝑠𝑠𝑠𝑠𝑠𝑠(𝜔𝜔𝑡𝑡
(𝑚𝑚(𝑖𝑖)) )

)                                                     (7) 

Where 𝜔𝜔𝑡𝑡
(𝑚𝑚(𝑖𝑖)) represents the weight of ith misclassified sample in iteration ‘t’  and 

Št(l) denotes the significance of Doughty learner ‘l’ in iteration ‘t’ . 
Step 4: At every iteration, the weights of correctly classified samples 𝜔𝜔𝑡𝑡

(𝑐𝑐(𝑖𝑖)) and 
misclassified samples 𝜔𝜔𝑡𝑡

(𝑚𝑚(𝑖𝑖)) are updated using (8) and (9). Through this, misclassified 
samples are associated with larger weights and correctly classified samples are associated 
with smaller weights. 
                                          𝜔𝜔𝑡𝑡

(𝑐𝑐(𝑖𝑖))=𝜔𝜔𝑡𝑡−1
(𝑐𝑐(𝑖𝑖))*𝑒𝑒−Š𝑡𝑡

(𝑙𝑙)
                                                     (8) 

                                          𝜔𝜔𝑡𝑡
(𝑚𝑚(𝑖𝑖))=𝜔𝜔𝑡𝑡−1

(𝑚𝑚(𝑖𝑖))*𝑒𝑒Š𝑡𝑡
(𝑙𝑙)

                                         (9) 
Step 5: The weights of all samples are normalized by using the given formula. 

                                          𝜔𝜔𝑡𝑡
(𝑖𝑖)= 𝜔𝜔𝑡𝑡

(𝑖𝑖)

𝑠𝑠𝑠𝑠𝑠𝑠(𝜔𝜔𝑡𝑡
(𝑖𝑖))

                                                                       (10) 

Step 6: The steps 3 to 5 are executed repeatedly until reaches the maximum iteration with 
set of input samples. At this point, the weights of the input samples are taken from the 
previous iteration.   
Step 7: Then the steps 3 to 6 are repeatedly executed by using other doughty learner NBC 
and then using DT with the input samples and updated weights of previous doughty 
learners. Thereby, subsequent learners are trying to correct the mistakes of its predecessor. 
Step 8: The final decision over the given sample þf(i) is made by summing up the decision 
of each learner. 

                                                      𝑐𝑐𝑐𝑐𝑐𝑐(𝜔𝜔(i))= ∑  þ𝑙𝑙
(𝑖𝑖)3

𝑙𝑙=1 ∗  Š(𝑙𝑙)                          (11) 
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Where 𝑐𝑐𝑐𝑐𝑐𝑐(𝜔𝜔 (i)) represents the cumulative weight of the ith sample and  þ𝑙𝑙
(𝑖𝑖) 

specifies the class label of ith sample by learner ‘l’. Value of  þ𝑙𝑙
(𝑖𝑖) is ‘1’ if the class 

label is positive and the Value of  þ𝑙𝑙
(𝑖𝑖) is ‘-1’ if the class label is negative. 

Step 9: The final decision of ith sample þf(i) is made based on the value of 𝑐𝑐𝑐𝑐𝑐𝑐(𝜔𝜔(i)). If 
the cumulative weight is positive, then þf(i) is COVID-19 + . Otherwise, þf(i) is COVID-
19. 

  4. Experimental Evaluation and Discussions 
The proposed framework is experimentally evaluated by the datasets (DS) with the 

ratio of 60:20:20 which are described in Table 3. The dataset_2 (D2) is augmented 
artificially with the help of an auto augmentation policy because it poses the problem of 
data imbalance. That is the count of the positive case is very fewer than the negative case 
which suffers the proposed model during the training phase. So, the auto augmentation 
policy facilitated the training phase by extending the positive case count of 300 in D2 to 
1458 in D3 and the negative case count of 512 in D2 to 1464 in D3 to balance the class 
labels and improved the validation accuracy. 

 
Table 3. Datasets 

Datasets No. of 
COVID-19 

cases 

No. of Non-
COVID-19 

cases 
Dataset_1 

(D1) 
1252 1230 

Dataset_2 
(D2) 

300 512 

Augmented 
Dataset_2  

(D3) 

1458 1464 

 
The policy learned from CIFAR-10 data is used in the experiment. Totally 25 sub-policies 

are used randomly to augment the dataset which performs two transformation operations over 
the input image in order as described in [50]. The auto augmentation policy is carried out using 
the PIL library in python. The original image and its augmentation are shown in Fig. 7. For 
example, the first sub-policy performs sequential operations of Invert followed by contrast. 
The invert operation does not use any µt information but its Ƥt is 0.1. Subsequently, contrast 
is applied which has Ƥt of 0.2 and µt of 6. Likewise, all 25 sub-policies are randomly chosen 
to augment the dataset. In the experiment, the dataset has been split into 60%, 20%, and 20% 
for training, validation, and testing respectively that is 489, 496 and 496 samples of D1, 487, 
162 and 162 samples of D2 and 1753, 584 and 584 samples of D3 are been used for training, 
validation and testing the model respectively. In addition, during the training phase, the data 
set is split into batches where the batch size is 20 and the number of training epochs is 100.  
To improve the diagnosis accuracy of the proposed framework further, the datasets are 
subjected to BLPF for noise removal and subsequently applied the HE for contrast 
enhancement. Subsequently, the preprocessed images are fed into UNet Architecture to detect 
the Region of Interest (ROI) for facilitating the further process. Both BLPF and HE approaches 
are carried out in python with the help of matplot, cv2, and skimage libraries. The resultant 
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sample images are shown in Fig. 8.  
The resultant images are subjected to CNN architecture to extract the features from which 

around 800 features are extracted from each input image. The resultant feature set is optimized 
to shorten the computational overhead by reducing the feature dimensions from which 221, 
160, and 233 features are obtained from D1, D2, and D3 respectively. Further, ABDL 
algorithm is executed to classify the COVID-19+ and COVID-19- cases from the given datasets 
D1, D2, and D3 with greater accuracy. The steps used in the CDPF are illustrated in Algorithm 
2. The Experiment is carried out with Python and Keras API of Tensorflow 2 on   Ryzen7-
3.20GHz Processor, Graphical Processing Unit (GPU) NVIDIA RTX 3060 with 6GB and 
16GB RAM respectively. The performance of the proposed framework is evaluated by the 
metrics such as Accuracy (ãç), Sensitivity (ŝņ) or Recall (řƈ), Precision (Þŕ), Specificity (ŝƥ) or 
True Negative Rate (ƭƞɍ), False Positive Rate (ƒƥɍ), True Positive Rate (ƭƥɍ), F1-Score (ϝ¹Score), 
Receiver Operator Characteristic (ƦȏȻ) and Training (ʈɍ) and Testing (ʈȿ) Time of proposed 
framework which are described in Table 4, and the results are tabulated using 5-fold cross-
validation technique. 

 
Fig. 7.  Auto augmentation using CIFAR-10 policy 

 

 
Fig. 8.  Image processing mechanism BLPF_HE_Unet 
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Algorithm 2 Steps used in CDPF  
 
Input: Datasets DS {D1, D2} 
Output: prediction of COVID-19 + and COVID-19 – cases. 
 Begin 
Do 
For each image in D2 
Apply Auto Augmentation Policy and generate augmented dataset D3. 
End 
Append D3 to input datasets DS {D1, D2, D3} 
Do 
For each image in DS 
Execute BLPF then perform HE and Generate preprocessed datasets DS_P 
End 
Do till reaches Max_Iteration 
Apply UNet based segmentation on each image in DS_P 
End 
Then apply CNN on DS_Seg for feature extraction FS {X1, X2….Xn) 
Then apply ADA to get reduced feature set  
FS_R {X1, X2…..Xn}  
Split DS_Seg into train, test and validation set 
Do till reaches Max_Iteration 
Execute ABDL with DS_Seg and FS_R for predicting COVID-19 + and COVID-19 – cases.  
End 
Stop 

Table 4. Evaluation metrics 
Metrics Formula Description 

ãç Ʈƥ + Ʈƞ
Ʈƥ + Ʈƞ + ϝƥ + ϝƞ

 
 

Ʈƥ- True 
Positive 

 
Ʈƞ- True 
Negative 

 
ϝƥ-False 
Positive 

 
ϝƞ- False 
Negative 

 
 
 
 

ŝņ or řƈ Ʈƥ
Ʈƥ + ϝƞ

 

ŝƥ or ƭƞɍ Ʈƞ
Ʈƞ + ϝƥ

 

ϝ¹Score 2 ∗
Þŕ ∗  řƈ
Þŕ +  řƈ

 

Þŕ Ʈƥ
Ʈƥ + ϝƥ

 

ƒƥɍ ϝƥ
ϝƥ + Ʈƞ

 

ƦȏȻ ƭƥɍ vs. ƒƥɍ 

 
Table 5. Overall performance of CDPF  

DS ãç ŝņ ŝƥ Þŕ řƈ ϝ¹Score 
D1 99.72 99.68 99.76 0.998 0.997 0.997 
D2 96.18 93.00 98.05 0.965 0.930 0.947 
D3 99.79 99.79 99.80 0.998 0.998 0.998 
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4.1 Significance of BLPF_HE_UNet in CDPF  

The Proposed framework has yielded greater accuracy for diagnosing COVID-19 cases 
from Non-COVID-19 cases which are experimentally proved and the results are shown in 
Table 5. From Table 5, it has proved that the CDPF framework has correctly predicted 6172 
samples out of 6216 samples including both positive and negative samples from D1, D2, and 
D3 with a misclassification rate of 0.7%. The application of Image Processing Mechanism 
includes BLPF, HE, and UNet based segmentation impacts the performance of the CDPF 
framework which is shown in Table 6. 

Table 6. Confusion matrix of proposed CDPF vs. CDPF without  
BLPF_HE_UNet 

 

Data 
Sets 

Proposed CDPF CDPF without BLPF_HE_UNet 
Ʈƥ ϝƞ ϝƥ Ʈƞ Ʈƥ ϝƞ ϝƥ Ʈƞ 

D1 50.28% 0.16% 0.12% 49.44% 44.32% 6.12% 7.25% 42.30% 
D2 34.36% 2.59% 1.23% 61.82% 28.33% 8.62% 18.84% 44.21% 
D3 49.79% 0.10% 0.10% 50.00% 46.48% 3.42% 7.19% 42.92% 

 
From the above table, the proposed framework CDPF with raw data that is without 

applying BLPF_HE_UNet could predict the cases correctly with Ʈƥ of 44.32% and Ʈƞ of 
42.30% for D1, Ʈƥ of 28.33% and Ʈƞ of 44.21% for D2 and Ʈƥ of 46.48% and  Ʈƞ of 42.92% 
for D3. When applying BLPF_HE_UNet in CDPF, it has improved the accuracy by reducing 
the misclassification rate of the proposed model from   ϝƞ (6.12%) and ϝƥ (7.25%) to ϝƞ 
(0.16%) and   ϝƥ (0.12%) for D1, from ϝƞ (8.62%) and ϝƥ (18.84%) to ϝƞ (2.59%) and ϝƥ 
(1.23%) for D2, from ϝƞ (3.42%) and  ϝƥ (7.19%) to ϝƞ (0.10%) and ϝƥ (0.10%) for D3. The 
ROI detection through segmentation is the major influencing factor in determining the 
performance of the medical diagnosis system [42], [43]. When absence of segmentation in the 
diagnosis system, it greatly decreases the diagnosis ability of the proposed model from 99.72% 
to 86.62% for D1 as given in Table 6, because it needs to examine the entire lung image rather 
than ROI.  

4.2 Effectiveness of Auto Augmentation Policy  

Then, the further comparison is made to show the effectiveness of the auto augmentation 
technique in the proposed framework CDPF. The purpose of employing AAP in the proposed 
framework is to introduce the sense of generalization in the model results free of overfitting. 
The implementation of AAP has extended the number of samples of D2 by geometric 
distortions and balanced the size of D2 as given in Table 3.  
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Fig. 9.  T_ ãç vs. V_ãç of D2 

 

 
Fig. 10.  T_ ãç vs. V_ãç of D3 

 
 In Fig. 9, the chart is drawn by measuring the Training accuracy (T_ ãç) and validation 

accuracy (V_ ãç) of the proposed framework CDPF for D2 at each epoch from 1 to 100. The 
dataset D2 tends the proposed model to overfit because of possessing a fewer number of 
samples and imbalance among class labels. So, D2 has increased the distance between training 
and validation results as shown in Fig. 9. At the 100th epoch, the values of T_ ãç and V_ ãç are 
99.59% and 92.59% respectively. Moreover, the auto augmented dataset D2 named D3 has 
resolved the overfitting problem by increasing both training and validation accuracy up to 
99.71% and 99.66% respectively and also shortened the distance between T_ ãç and V_ ãç as 
shown in Fig. 10.    

4.3 Potential of Adaptive Dragonfly Algorithm in CDPF 

In addition, the performance of ADA is quite notable since it has reduced the dimension 
of features from 800 to 221, 160, and 233 respectively for the datasets D1, D2, and D3. The 
reduced dimension is not only increasing the classification accuracy as shown in Fig. 11 but 
also reducing the Training (ʈɍ) and Testing (ʈȿ) Time of the proposed framework as shown in 
Fig. 12. In Fig. 11, overall accuracy is measured for CDPF without ADA (ãç) and CDPF with 
ADA (ãç_ADA). The accuracy of ãç_ADA with an optimized feature set is 2.32%, 1.16%, and 
1.96% higher than the accuracy of CDPF without applying ADA for the datasets D1, D2, and 
D3 respectively. Similarly, Training (ʈɍ) and Testing (ʈȿ) Time of CDPF_ADA and CDPF have 
been measured as shown in Table 7. 
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Fig. 11. Comparison of ãç_ADA vs. ãç 

 

 
 

Table 7. Computational efficiency of CDPF_ADA 
 

Samples AAP BLPF_HE UNet CNN ABDL_FFS ADA ABDL_OFS 
ʈr of 

CDPF 
in sec 

ʈr of 
CDPF_ADA 

in sec 
100 18.7 7.01 54.5 16.4 412.4 12.5 46.7 509.00 155.80 

200 34.3 12.86 100.1 30.0 839.9 22.9 85.8 1017.12 285.87 

300 46.7 15.19 144.1 39.3 1155.5 31.2 113.0 1400.92 389.50 

400 49.9 16.62 149.6 41.5 1196.7 33.2 124.6 1454.29 415.47 

500 55.0 21.54 161.8 45.8 1412.6 36.7 137.5 1696.67 458.24 

600 59.0 24.60 172.2 49.2 1440.1 39.4 147.6 1745.14 492.00 

700 68.9 31.57 195.2 60.3 1519.4 45.9 172.2 1875.26 574.00 

800 85.5 32.05 249.3 74.8 1594.4 57.0 213.7 2036.00 712.23 

900 89.0 33.39 259.7 77.9 1721.4 59.4 222.6 2181.43 741.90 

1000 103.9 38.95 302.9 90.9 1657.3 69.2 259.7 2193.97 865.56 
 

 

The training time is calculated to show the computational efficiency of proposed system 
which includes the execution time (et) of {AAP, BLPF_HE, UNet, CNN, ADA and ABDL}. 
The values in Table 7 are calculated using (12) and (13) which demonstrates the potential of 
ADA in proposed framework. The application of ADA in CDPF yields reduced (optimized) 
feature dimension of 28%, 20% and 30% for D1, D2 and D3 respectively. Such optimized 
features shortens the time to train the model as well as reduces the overall computation time 
of proposed framework as shown in Table 7.   

 
ʈɍ of CDPF_ADA = et(AAP)+ et(BLPF_HE)+ et(UNet)+ et(CNN)+ et(ADA)+ 

et(ABDL_OFS)                             (12) 
ʈɍ of CDPF = et(AAP)+ et(BLPF_HE)+ et(UNet)+ et(CNN)+ et(ABDL_FFS)                    (13) 

 
 Where et  represents the execution time, et(ABDL_FFS) specifies the execution time 
of ABDL with Full Feature Set (FFS) and et(ABDL_OFS) denotes the execution time of 
ABDL with Optimized Feature Set (OFS).  
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Fig. 12. Comparison of CDPF_ADA vs. CDPF 

 
From Fig. 12, it can be observed that the employment of ADA in CDPF has significantly 

reduced the time required to train the model. It has taken 865.56 s to train the model with 1000 
samples which is around 2.5 times faster than the CDPF without applying ADA. 

Similarly, the testing efficiency of proposed framework is demonstrated by calculating the 
testing time (ʈȿ) which includes the execution time of ABDL and excludes the time consumed 
by AAP, BLPF_HE, UNet, CNN and ADA. The ʈȿ of CDPF in Fig. 13 represents execution 
time of ABDL with Full Feature Set and ʈȿ of CDPF_ADA represents execution time of ABDL 
with Optimized Feature Set (OFS). With the help of ADA, optimized feature sets are fed into 
the ABDL which makes our proposed model superior with testing time of 12.19s for 700 
samples which is around 3.7 times faster than the testing time of CDPF without applying ADA 
as given in Fig. 13. 

     

 
Fig. 13.  Comparison of CDPF_ADA vs. CDPF 

 
Furthermore, ƦȏȻ curve is used to compare the overall performance of the proposed 

system. The curve is plotted using the values of False Positive Rate (ƒƥɍ) and True Positive 
Rate (ƭƥɍ). The Area under ƦȏȻ curve (AUC) was calculated to be 99.9% and 99.9% for the 
datasets D1 and D3 respectively as shown in Fig. 14. So, the AUC of the proposed framework 
is near to 1 which denotes it has a good measure of separability among positive and negative 
cases. 
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Fig. 14.  ƦȏȻ of CDPF 

4.4 Efficiency of Ada Boost Doughty Learners  

From the experimental results, it is clearly shown that the combination of Deep Learning 
and Ensemble Machine learning algorithms has more perfection in diagnosing COVID-19 
cases with a reduced misclassification rate. In the proposed CDPF framework, CNN needs to 
be trained using large datasets to give a strong prediction. So, ensemble learning (ABDL) is 
used as a predictor and CNN is used as a feature extractor. To show the efficacy of ABDL in 
the CDPF system, the comparison is made against CNN architecture and all base learners. 
Among these, the proposed ABDL outperforms all existing approaches as shown in Fig. 15.  

 
Fig. 15.  Efficacy of ABDL 

 
In Fig. 15, it is demonstrated that the classification using ABDL has yielded the greater 

accuracy rate of 99.72%, 96.18%, and 99.79% for the datasets D1, D2, and D3 respectively. 
The accuracy obtained by ABDL is around 1.5% greater than that of CNN architecture. The 
performance of DT and SVM classifiers seems the same for all datasets but they degrade the 
accuracy rate is up to 4.31%. Likewise, the NBC classifier could not correctly predict the 
maximum number of cases than its predecessors. It has obtained an average accuracy rate of 
90.53% which is 8.03% lower than the ADBL in the CDPF framework. 

 
Table 8. Comparison of CDPF with Existing Art of Approaches 
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The results summarized in Table 8, show the comparative study of current work with 

some existing works related to the COVID-19 prediction in terms of ãç, ŝņ, ŝƥ and AUC. Some 
of the works [19, 21, 30, and 36] have yielded lower and moderate ãç, ŝņ, ŝƥ and AUC in the 
range of 85.8% to 98%. And some of the works [3] and [49] have attained greater ãç, ŝņ, ŝƥ and 
AUC with the range of 99.04% to 99.9%. The proposed work CDPF has given the good 
performance with an average range of 99.74% to 99.9% for ãç, ŝņ, ŝƥ and AUC. Overall, the 
result of the proposed framework CDPF is superior compared to all existing art of approaches.  

5. Conclusion 
As COVID-19 infections are spread rapidly, many countries are struggling to defeat the 

outbreak of disease. It necessitates detecting every single positive case at an earlier stage. So, 
many researchers have tried to develop the medical intelligent system by utilizing the potential 
of DL and ML for diagnosing the COVID-19 cases. In this work, the CDPF model has been 
proposed for diagnosing COVID-19 cases from CT images. The proposed Model has utilized 
the segmentation capability of UNet, the feature extraction capability of CNN, and the 
prediction capability of Ensemble Learners (ABDL). The performance of CDPF is further 
enhanced by employing ADA to select the most relevant features for accurate predictions. In 
addition, AAP has been utilized for reducing the overfitting and generalization issues. The 
proposed model was experimented on three datasets {D1, D2, and D3} and could identify the 
disease with an accuracy rate of 99.72%, 96.18%, and 99.79%. Although, the experimental 
work has revealed that the proposed framework works superior compared to other existing 
frameworks in terms of higher ãç, ŝņ, ŝƥ and AUC of 99.76%, 99.74%, 99.78%, and 99.9% 
respectively. With the hope, the developed framework would be an effective diagnosis 
mechanism to reduce the workload of typical medical diagnosis with a lower false rate.  In 
future work, the diagnosis ability of the proposed work can be further enhanced to perform a 
perfect diagnosis from the images comprising multiple disease symptoms. Further 
enhancement can be made by employing Pre-trained CNN models to extract better features. 
Finally, the performance of the proposed system can be verified with radiologists.   
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