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ABSTRACT

Malaria is a disease caused by a parasite and it is prevalent in all over the world. The usual method used to
recognize malaria cells is a thick and thin blood smears examination methods, but this method requires a lot of manual
calculation, so the efficiency and accuracy are very low as well as the lack of pathologists in impoverished country has
led to high malaria mortality rates. In this paper, a malaria cell image recognition model using transfer learning is
proposed, which consists in the feature extractor, the residual structure and the fully connected layers. When the
pre-training parameters of the VGG-19 model are imported to the proposed model, the parameters of some
convolutional layers model are frozen and the fine-tuning method is used to fit the data for the model. Also we
implement another malaria cell recognition model without residual structure to compare with the proposed model. The
simulation results shows that the model using the residual structure gets better performance than the other model
without residual structure and the proposed model has the best accuracy of 97.33% compared to other recent papers.
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| . Introduction

Malaria is a common tropical infectious disease
which affects the health
world. Malaria is listed as one of the most serious

of people around the

infectious diseases endangering human health until
now. Even with the high priority of the World
Health Organization and advocacy for control,
malaria also remains high in mortality. The World
Health Organization has released several vital facts
about malaria that nearly half of the world's
population has faced a risk of malaria, with more
than 200 million malaria cases and about 400,000
deaths each year [1-2]. The common methods for
the recognition of malaria cells are thick and thin
blood smears examination[3], Polymerase Chain
Reaction(PCR)[4], and Rapid Diagnostic
Test(RDT)[5]. The last two tests are commonly
used when the alternatives and high-quality
microscope services are unavailable[6].

In the blood smears examination method, people
need to examine the blood smear at 100 times
magnification and manually calculate the number of
red blood cells that contain parasites in 5000 cells.
This method is an intensive manual process, but
the accuracy depends on human expertise, and the
different thoughts of inter-observers also adversely
affect diagnostic results[7].

A doctor’s diagnosis is affected when the doctor
works in a limited resource environment(without
the appropriate medical equipment)[8]. Therefore, a
more effective technique is needed to recognize
malaria cells.

Deep learning is an area of machine learning
which has been performed and used very well in
many medical fields in recent years[9-12]. The
CNN is a classic model in deep learning, which has
an excellent performance in image recognition.
However another challenge is that training with
CNN models requires large datasets, but it is

difficult to obtain large datasets in practice.
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Transfer learning solves these problems.

The purpose of this paper is to help doctors
diagnose malaria more accurately and efficiently,
especially those working in resource-limited areas.
We propose a neural network model that is used to
recognize malaria cells. In the proposed model, the
VGG-19 model is used as a pre-trained model. All
fully connected layers of the VGG-19 model are
removed and the residual structure is added after
the last convolutional layer of the VGG-19 model.
Then the new fully connected layers are added
after the residual structure. When the pre-training
parameters of the VGG-19 model are imported to
the proposed model, the parameters of some
layers of the VGG-19 model are
frozen. In order to show the advantages of the

convolutional

residual structure, we propose another neural

network model without residual structure to
compare with the proposed model. In the model
without residual structure, the VGG-19 model is
also used as a pre-trained model, all fully

of the VGG-19 model are
removed, and the new fully connected layers are
added.

In this paper, section II describes the drawbacks

connected layers

of blood smear methods and other models’ accuracy
in recognition of malaria cells. Section I introduces
deep learning, transfer learning, pre-trained model,
residual = structure, dataset, and proposed model.
Section IV shows the results of the models. Section

V concludes this paper.

II. Related work

Malaria is a deadly disease that is hard to
recognize. And it is difficult to distinguish between
in  blood
smear images[13]. Cells’ appearance changes with

parasitic and non-parasitic infections

time after being infected with malaria parasites[14].
Regular manual diagnostic blood smears are an
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intensive manual process that requires experience
to sort and count parasitized and uninfected cells.
Usually, this method may not work well and may
lead to problems if there is no experience with
diagnostics in some locations. By using advanced
image processing and analysis techniques, some
papers have provided some methods for extracting
manually designed features and building a
classification model based on machine learning.
D.K. Das built an automated diagnostic system for
malaria detection using Support Vector
Machine(SVM)
learning classifiers with 84% and 83.5% accuracy,
respectively[15]. N.E Ross et al. [16] proposed three

layers convolutional neural network as a classifier

and Naive Bayesian machine

for automatic diagnosis of thin blood smears, and
the accuracy is 85%.

In [17], the authors built two CNN models to
recognize malaria cells. One
Sequential CNN model, which
convolutional layers and one fully connected layer.
The other model was a ResNet built with 13
residual structures. The accuracy of their two
models 96.00% and 97.00%. Mohanad
Mohammed Qanbar used the Residual Attention
Network (RAN) to build a CNN model for malaria
cell recognition[18], and the accuracy was 95.51%.
Also, they used the SVM model to get 83.33%
accuracy. A. Sai Bharadwaj Reddy and D. Sujitha
Juliet used ResNet-50 as a pre-trained model to
recognize malaria cells[19]. But they only modified

model was a

contained three

was

the last layer of the ResNet-50, and the accuracy
of their model was 95.40%.

[ll. Methodology

3.1 Deep learning
The
effective in various computer vision tasks[20]. The

deep learning model has proven very

first article using deep learning with convolutional

neural networks(CNN) to diagnose malaria was
written by Liang et al. [21]. The key layers in the
CNN model include convolution layers and pooling
layers.

3.2 Transfer learning

Transfer learning uses existing knowledge to
solve problems in different fields. The purpose of
the transfer learning method is to move the original
weights to the target model and re-train the part
of the weights in the target model in order to
solve problems with only a small number of

datasets in the target field.
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Fig. 1 Transfer learning block diagram[22]

The structural framework of transfer learning is
shown in Fig. 1. Fine-tuning is a transfer learning
method. The idea of fine-tuning is to let the model
learn some basic, generic features of the image
from a large dataset and then learn more specific
features from the target field. In this method, some
layers of the neural network(these layers are called
frozen layers, other layers called unfrozen layers)
are frozen.

3.3 Pre-trained model

The pre-trained model is a neural network model
that is pre-trained on a large dataset(such as the
ImageNet dataset). The pre-trained model’s weights
and model structure in one domain are transferred
to another domain through transfer learning.
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In this paper, the VGG-19 model[23] is used as
the pre-trained model. Fig. 2 shows the VGG-19
model architecture. In the VGG-19 model, the first -
few blocks(block 1 to block 4) extract more generic
features, and the later blocks(block 5 to block 7) relu

1X1, 512

relu

512-d

1X1, 128

extract more specific features.
The VGG-19 model’s dataset is the ImageNet
dataset; this dataset is constructed for image

recognition and classification. The ImageNet dataset q2 3 &= 2x

has more than 14 million images containing more Fig. 3 The residual structure
than 20,000 categories and more than a million

images have explicit category annotations and In order to reduce the parameter operations, the

annotations of object locations in the images. first convolutional layer does not change the size of

m the feature map, but only changes the depth of the
* feature map. The second convolutional layer only

changes the size of the feature map, but does not
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convl 1 ‘ conv2 1 |
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maxpaol maxpool

| maxpool | | maxpool | ‘ maxpaol |

depth=64 depth=128 depth=256 depth=512 depth=512
33 conv 3x3 conv 3x3 conv. 3x3 conv 33 conv

the input feature map. The activation functions are

Fully Fully Fully

Comvolution or i wolui n Connected 3 3 3
ok St G G G G e el relyy functions. And the add function is used after

a8l 2. VGG-19 =& = the last convolutional kernel.
Fig. 2 The VGG-19 model structure

3.5 Dataset and Pre-processin,
3.4 Residual structure b &

] . In this paper, dataset comes from the Kaggle
The residual structure is a neural network bape 88

odel(sh i Fig 3 which o thr datasets(malaria cell images dataset)!). This dataset
model(shown in Fig. which contains ee

& contains 27508 images and 8000 images are
randomly selected from the dataset, including 4,000

images of parasitized cells and 4,000 images of

convolutional layers and uses the addition function
to fuse features(input’s features map and the last
convolutional  layer output's features map). . . . .

. v P b uninfected cells. Fig. 4 and Fig. 5 show images of
Theoretically, a deeper network has better . .

parasitized cells and uninfected cells.

performance. However, as the network gets deeper,
a network model without residual structure is
harder to train because the training error tends to
increase, called network degradation[24]. But adding

a residual structure helps solve the network

degradation problem.

a4 Ty A

Fig. 4 Parasitized cells

1) NIH, Malaria Cell Images Dataset
https://www.kaggle.com/iarunava/cell-images—for-detecti
ng-malaria
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a8 5 Sy A

Fig. 5 Uninfected cells

Pre-processing of the dataset plays an important
role in training the model because it helps eliminate
noise or redundancy and the training process
becomes faster, thus improving accuracy. In this
paper, firstly, 8,000 images are split into a training
set and a testing set (70% for the training set and
30% for the testing set), then the images are
resized to 224x224. Data Augmentation effectively
data
augmentation techniques are used to pre-process

prevents overfitting problems. Therefore,
the images. In this paper, rotation, horizontal flip,

and zoom techniques are used.

3.6 Proposed model

Since the VGG-19 model is pre-trained on the
ImageNet dataset, the parameters of the later
blocks(from block 5 to block 7) in Fig. 2 describe
the category information of the ImageNet dataset
more specifically. So all the original fully connected
layers of the VGG-19 model are removed and the
parameters of block 1 to block 4 are frozen. The
residual structure effectively reduces the network
degradation problem, so the residual structure is
The GlobalAvgPool
transforms all feature maps of the convolution layer

added to our model. layer
output into a vector. Then the fully connected layer
is added after the GlobalAvgPool layer, so the
GlobalAvgPool layer is added to our model. Fig. 6
named

shows the proposed model architecture,

Model A.
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Fig. 6 The proposed model architecture(Model A)

Model A uses all the convolutional layers of
VGG-19 as feature extractors. After the feature
extractor, a residual structure(like Fig. 3) and the
GlobalAvgPool added. After the
GlobalAvgPool layer, a fully connected layer with a

layer are

size of 1024 is added. The last one is an output
layer(classifier) which is a fully connected layer of
size 2. In the last layer, the activation function is
the softmax function.

The input data are trained with the pre-trained
weights, and the parameters of these unfrozen
layers are updated. The network’s batch size is set
to 64, the learning rate is set to 0.001, the loss
function is categorical_crossentropy, and Adam is
chosen as the optimizer.

Also, in order to show the residual structure to
improve the performance of the deep neural
network model more intuitively, we propose another
model without adding the residual structure(Model
B) in Fig. 7 to compare with Model A. The
structure of Model B is the same as Model A,
except it does not have the residual structure. The
optimizer, activation function, loss function, learning
rate, batch size, dataset, and data preprocessing are
the same as Model A. And in Model B, the

parameters of the VGG-19 model are frozen.
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IV. Results

The accuracy, loss, precision, recall, and Fl-score
are used to evaluate the performance. Fig. 8 shows
the progression of accuracy and loss in the training
and validation sets from the beginning to the last
epoch in Model A. The best accuracy and loss of
the training and testing set are 97.52%, 0.0701, and
97.33%, 0.0950 respectively. The accuracy and loss
difference between the testing and training sets is
insignificant, so Model A is not overfitting.
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Fig. 8 The progression of accuracy and loss in Model A

Fig. 9 shows the accuracy and loss values for
each epoch in Model B.
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Fig. 9 The progression of accuracy and loss in Model B

eoch
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Model A and Model B’s recall,
accuracy and Fl-score of parasitized cells and

precision,

uninfected cells are shown in Table 1.

E 1. 29 A2 B M5
Table. 1 Performance of Model A and Model B

Model Cell Precision Recall Fi1-score Accuracy
Model A Uninfected 0.97 0.96 0.96 0.97
Model A Parasitized 0.96 0.97 0.97 0.97
Model B Uninfected 0.90 0.93 0.91 0.91
Model B Parasitized 0.93 0.90 0.92 0.91

Table 2 shows the status of the parameters of
Model A and Model B. The GPU(Tesla P100) is
used to train Model A and Model B. Model A
takes 1 hour and 45 minutes, Model B takes 1 hour
and 43minutes. So even if the trainable parameters
are increased after adding the residual structure,
the training time is almost the same, but the
accuracy of Model A is much higher than Model B.
Table 3 shows the comparison of the results of
Model A and Model B.

2 2Y Al B oI
Table 2. Model A and B parameters

Model Total Trainable Non-trainable
parameters parameters parameters
Model A 20,833,346 10,246,658 10,586,688
Model B 20,551,746 527,362 20,024,384

® 3 29 A2l Be| Z3f dHlw
Table. 3 Result comparison of the model A and B

Train
Model Accuracy Loss »rdmmg
time
Model 1 he d
e 97.52% 00701 - our an
Altraining set) 45 minutes
Model
Yode 97.33% 00950
Altesting set)
Model 1 he d
ol 9091% 02370 oo
Bltraining set) 43 minutes
Model
e 91.5% 02163
Bltesting set)

The above tables and figures show that the
model using the fine-tuning method and adding the

residual ~ structure  (Model ~A) gets  better
performance than the model B.
In [17] [18] [19], they all use the whole
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image(27,558 images), but the results are similar to
our results or even lower. Also, in [17] and [18]
they do not use the transfer learning method. In
[19], they have used the transfer learning method
but the accuracy is also lower than Model A. So,
8,000 images are enough for transfer learning in
this experiment. Table 4 shows the performance
comparison from other models.

E 4 Cl2 283 HEE 81

Table 4. Accuracy comparisons with other models

Model Accuracy
ResNet CNN model [17] 97.00%
Sequential CNN model [17] 96.00%
RAN model [18] 95.51%
SVM model [18] 83.33%
Modified ResNet-50 [19] 95.40%
Model A 97.33%
Model B 91.58%

V. Conclusion

The results obtained in this experiment support
the importance of transfer learning in malaria cell
recognition. This paper aims to demonstrate that
the pre-trained model offers high accuracy for
malaria cell recognition utilizing transfer learning.
In this paper, the VGG-19 model is used as a
pre-trained model to build a network and the
residual structure is added. The fine-tuning method
is used to train our model, and then the accuracy
of the proposed model is 97.33%.
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