
lable at ScienceDirect

Nuclear Engineering and Technology 54 (2022) 1245e1252
Contents lists avai
Nuclear Engineering and Technology

journal homepage: www.elsevier .com/locate/net
Original Article
A study on classification of the security controls for the effective
implementation to nuclear power plant

Sang Min Han, Chanyoung Lee, Young Ho Chae, Poong Hyun Seong*

Department of Nuclear and Quantum Engineering, Korea Advanced Institute of Science and Technology, 373-1, Guseong-dong, Yuseong-gu, Daejeon, 305-
701, Republic of Korea
a r t i c l e i n f o

Article history:
Received 14 June 2021
Received in revised form
26 September 2021
Accepted 8 October 2021
Available online 12 October 2021

Keywords:
Nuclear power plants
Cyber threats
Security controls
RS-015
Implementation strategies
* Corresponding author.
E-mail addresses: gkstkdals21@gmail.com (S. M

(C. Lee), cyhproto@kaist.ac.kr (Y. Ho Chae), phseong@

https://doi.org/10.1016/j.net.2021.10.009
1738-5733/© 2021 Korean Nuclear Society, Published
licenses/by-nc-nd/4.0/).
a b s t r a c t

As regulatory bodies require full implementation of security controls in nuclear power plants (NPPs),
security functions for critical digital assets are currently being developed. For the ultimate introduction
of security controls, not alternative measures, it is important to understand the relationship between
possible cyber threats to NPPs and security controls to prevent them. To address the effectiveness of the
security control implementation, this study investigated the types of cyber threats that can be prevented
when the security controls are implemented through the mapping of the reorganized security controls in
RS-015 to cyber threats on NPPs. Through this work, the cyber threat that each security control can
prevent was confirmed, and the effectiveness of several strategies for implementing the security controls
were compared.

This study will be a useful reference for utilities or researchers who cannot use design basis threat
(DBT) directly and be helpful when introducing security controls to NPPs that do not have actual security
functions.
© 2021 Korean Nuclear Society, Published by Elsevier Korea LLC. This is an open access article under the

CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Mechanical failure of components was considered as the only
risk encountered by a nuclear power plant (NPP). However, this
assumption was changed due to the consideration of various other
factors. The first threat evaluation of NPP was conducted using
probabilistic safety assessment (PSA) of mechanical failure of
components in 1975 [1]. The effects of human errors and external
events have been analyzed since the late 1980s. However, cyber
security factors have not been considered as a threat to NPPs. This is
because NPPs are assumed to be secure from cyberattacks. How-
ever, the following subsequent cyber incidents at nuclear facilities
have revealed the importance of including cyber threats in the list
of threats encountered by NPPs:

- Ignalina NPP (Lithuania, 1992) [2].
- DaviseBesse NPP (US, 2003) [3].
- Natanz uranium enrichment facility (Iran, 2010) [4,5].
- Monju NPP (Japan, 2014) [6].
in Han), lcy5228@kaist.ac.kr
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by Elsevier Korea LLC. This is an
- Gundremmingen NPP (Germany, 2016) [7,8].

In this paper, cyber threat identification and efficient security
control implementation were discussed. The following sections
describe the literature review of cyber threat to NPP and the se-
curity controls of RS-015.

1.1. Classification of cyber threats

The field of information technology (IT) has been evaluating
cyber risk since the 1980s. However, NPPs have recently legislated
regulations and implemented security controls against cyber risks.
Therefore, it can be stated that the development of cyber risk as-
sessments for NPPs is nascent. In this section, methodologies pro-
posed to classify cyber threats in the IT field and the nuclear
security field were reviewed.

1.1.1. Threat classification in IT field
Representative methodologies in the IT field include open web

application security project (OWASP), spoofing, tampering, repu-
diation, information disclosure, denial of service and elevation of
privilege (STRIDE) model, operationally critical threat, asset and
vulnerability evaluation (OCTAVE) model, common vulnerability
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scoring system (CVSS), and National Institute of Standards and
Technology (NIST) model. OWASP does not categorize attackers and
mainly focuses on attack methods. The top 10 security risks of web
application include injection, broken authentication, sensitive data
exposure and so on [9]. STRIDE is the most widely used classifica-
tion method in the IT field, and each of which is a threat classifi-
cation [10]. OCTAVE includes threats such as human adversaries
using technical means, human adversaries using physical access,
technical problems, and other problems for threat classification.
Each threat is classified in detail into inside and outside threats, and
its intentionality [11]. CVSS uses the records of events as a database,
and empirically determines the possibility of vulnerabilities and
attacks on a target [12]. NIST provides the most detailed threats
among methods such ransomware, protecting against malicious
code, and handling destructivemalware. The list of threats included
in NIST are similar to attack methods rather than that of threats
[13]. In addition to the abovementioned methodologies, various
threat classifications have been studied by individual researchers.
Swiler and Philips proposed the attack template and it contained
factors such as user level, machine, vulnerabilities, capabilities, and
state to classify cyber threats [14]. Mo et al. applied the Bayesian
network to the cyber threat model, and classified the threats into
wireless network, web application, physical access, and remote
access [15].

The classification of threats used in the IT field cannot be
directly applied to the nuclear power plants. This is because avail-
ability is considered important in nuclear power plants, whereas
confidentiality is considered important in the IT field. Therefore,
modifications are required to ensure the application of cyber threat
classification to NPPs. The next section introduces methods of cyber
threat classification studied in the field of nuclear security.

1.1.2. Threat classification in nuclear field
Modifications are required for the application of threat classi-

fication in IT field to nuclear cyber security. The STRIDE model is an
extensively used classification method. Silvai Tolo et al. combined
Petri net with STRIDE model to predict the possibility of a cyber-
attack [16]. Additionally, a study on the application of the STRIDE
model to NPPs was conducted by Khan et al. [17], and Masood R
[18]. Particularly, Masood R. classified additional seven vulnera-
bilities (No or incorrect input validation, improper authorization,
improper authentication, unencrypted sensitive data, improper
software configurations and management, lack of backup facilities,
and lack of audit and accountability) and attack methods (Buffer
overflow, cross-site scripting, SQL injection, command injection,
data tampering, escalation of privileges, network eavesdropping,
and brute force attack.) and eight adversaries (Covert agent,
disgruntled current employees, disgruntled ex-employees, recrea-
tional hackers/hobbyists/script kiddies, militant opponent to nu-
clear power, non-state hackers, nation-state hackers, and terrorist).

In addition to the application of STRIDE model, studies have
been conducted to analyze recent cyber incidents using attack
graphs and to determine potential threats [19], attack access
(physical and network) [20], and attacks on specific NPP signals
[21].

The United States Nuclear Regulatory Commission (U.S. NRC)
and Korean domestic regulatory body, Korea Institute of Nuclear
Nonproliferation and Control (KINAC) also defined the list of design
basis threats (DBTs) in 10 CFR 73.1 [22] and “Enforcement decree of
the act on physical protection and radiological emergency, Article
7” [23], respectively. However, these data are confidential. DBTs are
broadly classified as outsider, insider, and outsider in collusionwith
insider DBTs. Additionally, it described the tactics and capabilities
used by adversaries. IAEA Nuclear Security Series No. 10-G,
“Development, Use and Maintenance of the Design Basis Threat,”
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[24] describes DBTs using six attributes: software tools, expertise,
hardware tools, ability to influence the supply chain, persistence of
the adversary, and contributing insider. IAEA Nuclear Security Se-
ries No. 4, “Engineering Safety Aspects of the Protection of Nuclear
Power Plants against Sabotage,” [25] categorizes cyber threats
encountered by nuclear facilities into two groups as insider threats
and outsider threats.

Although there are various methods of threat classification,
these cannot be used because the methods only conceptually
determine hypothetical cyber threat to NPPs, and a few method-
ologies have been considered as case studies for specific attacks.
Additionally, even within the same threat classification, a few
threats present attack vectors and a few threats are as attackers.
Therefore, the depth and level of threats are different. Moreover,
the DBT list developed cannot be used in the study because it
mainly focuses on physical threats, and the cyber threats focus on
the classification of the attacker-type. In addition, the DBT list is
confidential and it cannot be used by researchers. Therefore, this
paper classified cyber threats at an appropriate depth based on
existing studies.

1.2. RS-015

After classifying the cyber threats encountered by NPPs, the
utility applies security controls to prevent the cyber threats. To
counteract cyber threats encountered by NPPs, US NRC Regulatory
Guide 5.71, “Cyber Security Programs for Nuclear Power Facilities,”
was released in 2010 [26], and the NRC has been performing full
implementation and inspection of security controls since 2017 [27].
The Korean domestic regulatory body, Korea Institute of Nuclear
Nonproliferation and Control (KINAC), published the RS-015 stan-
dard “Regulatory Standard on Cyber Security for Nuclear Facilities”
in 2014 [28]. APPENDIX 2 of RS-015 presents the security controls
that should be applied technically, operationally, and managerially.
There are three sections in RS-015 security controls: technical se-
curity control, managerial security control, and operational security
control. Furthermore, there are 101 security controls divided into
13 groups. KINAC announced that it would regulate through a
seven-stage cyber security program along with RS-015, as shown in
Table 1. The seventh stage (technical security controls) has been
introduced in operational NPPs [29]. However, the development of
security functions for programmable logic controllers (PLCs), which
is a critical digital asset (CDA), is underway for domestic NPPs. The
seventh-stage security control implementation is only to the extent
of implementation of alternative measures or documentation of
reasons for non-applicability. Conversely, the fact that security
functions for major devices are being developed indicates that the
completion of the implementation of seventh-stage security con-
trols does not mean that the implementation of security controls in
all CDAs has been completed. If practically applicable technical
security functions are developed, the developed technical security
functions should replace the alternative measures or non-
applicability currently regulated. The utilities should be able to
determine which security controls should be introduced first and
which cyber threats should be prevented while the corresponding
security controls are introduced.

2. Method

2.1. Classification of cyber threats

To overcome the limitation mentioned in Section 1.1, we con-
ducted a study to develop a list of cyber threats to NPPs. The cyber
threats were based on the possible combination of cyber threat
properties. The cyber threat list included attacker type,



Table 1
Seven stages of security control implementation suggested by KINAC.

Stages Implementation items Content

1st stage Cyber security team -Establishing the cyber security team
-Initiating and coordinating cyber security incident response team

2nd stage CDA identification -Identifying the critical system
- Identifying the CDA identification

3rd stage Defense in depth and incident response -Enforcing the graded approach
-Planning and enforcing of incident responses

4th stage Media control -Implementing the portable media and mobile device controls
-Implementing the maintenance and test device controls

5th stage Integrity preservation -Preserving CDA integrity against insider threats
-Implementing the illegal access control

6th stage Security controls #1 -Implementing the operational security controls
-Implementing the managerial security controls

7th stage Security controls #2 -Implementing the technical security controls

Table 2
Attack characteristics and their properties.

Attack characteristics Properties

Attacker type Outsider
Insider

Intentionality Deliberate
Unintentional

Attack vector Physical
Network
Portable Media
Phishing-email or file-sharing S/W etc.
Supply chain
Substitution of authorized S/W by unauthorized & modified S/W

Access type Direct Access
Remote Access
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intentionality, attack vector, and access type as shown in Table 2.
Attack characteristic classification strategy is based on '5W1H'

(Who, What, Where, When, Why, and How). The attacker type
describes 'who'. Insider and outsider are mutually exclusive sets;
Therefore, the attacker type includes all types of the attackers. The
'what' factor was skipped because only attacks on NPPs were dis-
cussed in this paper. 'Access Type' indicates the location where the
attack will be executed. 'direct access' means the attack was per-
formed on-site of the NPP, and 'remote access' means the attack
was performed from the outside of NPP. 'When' is omitted from the
classification of attack characteristic. This is because the cyber-
attack occurs during the operation of the NPP. Additionally, the
number of attacks is important than that of its time to classify the
cyber threats. Intentionality describes 'why' in 5W1H. The attacker
has no intentionality means that it happened by chance without a
motivation, and it is to distinguish the cyber security, and secure
development and operational environment (SDOE), which are
separately treated in the field of nuclear security. Attacks without
Table 3
Cyber security vs. secure development and operational environment.

Cyber security Se

Definition Measures and controls to protect critical digital assets against the
malicious act of an adversary, up to and including the design basis
threat

M
of
pr
ch
op

Regulation
Guidelines
or
Standards

Regulatory Guide 5.71,
Cyber Security Programs for Nuclear Facilities

Re
Cr

Approach -Security program/plan
-Application of technical/operational/management security control

-A
-A
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intentionality are classified as having problems in operation,
development, or environment, and only actions with intentionality
are treated as a cyber threat. Table 3 shows the distinguishable
features of cyber security and SDOE [30]. The attack characteristic
of attack vector indicates the method of the attack. An attack vector
is a concept that includes attack paths and methods, rather than a
specific attack method or technique, as a medium used for attacks
in general. In this study, attack vectors include physical networks,
portable media, phishing emails, file-sharing S/W, supply chains,
and substitution of authorized S/W by unauthorized & modified S/
W (henceforth, ‘substitution of authorized S/W’). The term ‘attack
vector’ is used without specifying the attack method to ensure that
various attack methods and routes can be included for any given
attack vector. Therefore, an attack vector can have multiple attack
methods, and these methods might overlap for different vectors.
However, each attack vector has a specific set of expected attack
methods (see Table 4).

In this paper, these were mostly derived from the real
cure development and operational environment

easures and controls taken to establish a secure environment for the development
a digital safety system against undocumented and unwanted modifications, and
otective actions taken against a predictable set of undesirable acts that could
allenge the integrity, reliability, or functionality of a digital safety system during
eration
gulatory Guide 1.152,
iteria for Use of Computers in Safety Systems of Nuclear Power Plants

nalysis, evaluation, V&V, management of software based on its lifecycle phase
pplication of design characteristics for a more secure environment



Table 4
Property set of each cyber threat.

Cyber threat Type of Attacker Intentionality Attack Vector Access Type

Cyber threat 1 Outsider Deliberate Physical or Portable media Direct Access
Cyber threat 2 Outsider Deliberate Network Remote Access
Cyber threat 3 3e1 Insider Deliberate Physical Direct access

3e2 Insider Deliberate Network Direct access
3e3 Insider Deliberate Network Remote access
3e4 Insider Deliberate Portable media Direct access
3e5 Insider Deliberate Phishing email or file-sharing S/W Direct access
3e6 Insider Deliberate Supply chain Direct access
3e7 Insider Deliberate Illegal S/W Direct access
3e8 Insider Deliberate Illegal S/W Remote access

Cyber threat 4 4e1 Insider Unintentional Physical Direct access
Outsider Deliberate Network Remote access

4e2 Insider Unintentional Portable media Direct access
Outsider Deliberate Portable media Remote access

4e3 Insider Unintentional Phishing email or file-sharing S/W Direct access
Outsider Deliberate Phishing email or file-sharing S/W Remote access

4e4 Insider Unintentional Supply chain Direct access
Outsider Deliberate Supply chain Remote access

4e5 Insider Unintentional Illegal S/W Direct access
Outsider Deliberate Illegal S/W Remote access
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experience of the plants and it does not include assumed scenarios.
It was confirmed that all cyber threats can occur in NPPs through an
operational experience report (OER) analysis of 123 cyber incidents
of various safety-critical infrastructures. OER includes OERs from
NPPs, the department of homeland security (DHS), the department
of energy (DOE), the industrial control systemecyber emergency
response team (ICS-CERT), the nuclear threat initiative, the re-
pository of industrial security incidents and other various sources.
The detailed analysis of the number of attacks and frequency is
discussed in a different study by the authors.

2.2. RS-015 implementation

It might be helpful to reorganize security controls to observe the
effect of implementing security controls. The security control of RS-
015 consists of 101 security controls in 13 groups in 3 classes. This
was reorganized into 9 classes, 16 groups, and 69 security controls.
Security controls that were considered not to be directly related to
the mitigation of cyber threats (e.g., “awareness raising and
training” group or “auditing and responsibility” group) were
excluded, and overlapping or scattered security controls were
combined and organized into 16 security control groups. Therefore,
32 security controls were excluded, and 69 security controls were
presented in 16 groups.

Subsequently, by mapping the reorganized security control
groups to the properties of each cyber threat in Section 2.1, security
controls which were crucial for the prevention of the correspond-
ing cyber threats were proposed. A review of cyber security re-
searchers was conducted to establish the objectivity of mapping.

3. Result

3.1. Cyber threats of NPPs

We conducted a study to develop a list of cyber threats
encountered by NPPs, and the result is shown in Table 2, and the
classification has been presented at a conference [31,32].

3.2. Security controls

Table 5 shows 69 security controls in 16 reclassified groups.
Groups 1 to 4 are related to access control, Group 5 is related to
identification and authentication, Groups 6 and 7 are related to
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physical access control, Groups 8 to 10 are related to attack-
resistant systems, Group 11 is related to attack tolerance, Group
12 is related to secure system and service acquisition, Group 13 is
related to system hardening, and Groups 14 to 16 are related to
attackmonitoring. The number of security controls such as “1.1.1,” is
the original number of security controls of RS-015.

Subsequently, each security control group was mapped to the
properties of the NPP cyber threat, and the results are shown in
Table 6. For example, the security control groups related to the
attack property of “outsider” are Groups 1 and 5, and the security
control group related to the attack property of “outsider” and
“deliberately” is security control Group 11. The spaces were marked
with an X to avoid confusion.

Therefore, security control groups capable of preventing each
cyber threat can be expressed as shown in Table 7. The security
controls are represented in abbreviations, SC.
4. Discussion

In this study, the above method was used to map the security
controls corresponding to the previously developed cyber threats.
The security controls of RS-015 can be individually grouped
depending upon the purpose. It is optimum to use the classification
in RS-015 if the security controls classified in RS-015 are already
mapped to cyber threats among DBTs of the regulatory re-
quirements. However, the utilities or researchers cannot use the
DBT list because they might directly reveal possible cyber threats.
Therefore, it is desirable to use the mapping of security controls
against possible cyber threats encountered by NPPs. there After the
completion of mapping, the security control implementation
strategy can be selected or the effect of the absence of security
controls can be addressed. The security control implementation
strategies might be as follows:

Strategy I: Implementation of security controls in the order that
can eliminate cyber threats with the highest frequency
Strategy II: Implementation of security controls in the order that
can affect the largest number of cyber threats
Strategy III: Implementation of security controls in the order
that can eliminate cyber threats with the fewest security con-
trols. Table 8 shows the suggested security control imple-
mentation strategies.



Table 5
Re-organized 16 security control groups.

Class (Subject) Security control group Security controls

Access control 1. Access control for unknown users 1.1.1 Account Management
1.1.2 Access Enforcement
1.1.10 Supervision and Review-Access Control
1.4.1 User Identification and Authentication
2.4.8 Visitor Control Access Records

2. Access control for known users 2.1.1 Access Agreements
2.1.2 Personnel Termination or Transfer
2.2.4 Security Alerts and Advisories
2.3.2. Maintenance Personnel
2.4.1 Third-Party Personnel Security

3. Network access control 1.1.12 Network Access Control
1.1.15 Insecure and Rogue Connections

4. Device access control 1.1.16 Access Control for Portable and Mobile Devices
1.4.4 Device Identification and Authentication
2.3.1 Maintenance Tools

Identification and authentication 5. Identification and authentication 1.4.2 Password Requirements
1.4.5 Identifier Management
1.4.6 Authenticator Management
1.4.7 Authenticator Feedback

Physical access control 6. Physical and environmental protection 2.4.2 Physical and Environmental Protection
2.4.3 Physical Access Authorizations
2.4.4 Physical Access Control
2.4.5 Access Control for Transmission Medium
2.4.7 Monitoring Physical Access

Physical access control 7. Shoulder surfing protection 1.1.9 Session Lock
1.4.3 Non-authenticated Human Machine Interaction Security
2.4.6 Access Control for Display Medium

Attack Resistant 8. Restriction of resource use 1.3.2 Shared Resources
1.3.3 Denial of Service Protection
1.3.4 Resource Priority

9. Communication protection 1.1.13 “Open/Insecure” Protocol Restrictions
1.3.7 Trusted Path
1.3.13 Secure Name/Address Resolution Service (Authoritative/Trusted Source)
1.3.12 Secure Name/Address Resolution Service (Recursive or Caching Resolver)
1.3.14 Architecture and Provisioning for Name/Address Resolution Service
1.3.15 Session Authenticity

10. Function only as intended 1.1.4 Separation of Functions
1.1.5 Least Privilege
1.1.11 Permitted Actions without Identification or Authentication
1.3.1 Application Partitioning and Security Function Isolation

Attack Tolerant 11. Attack Tolerant 1.1.3 Information Flow Enforcement
1.3.5 Transmission Integrity
1.3.6 Transmission Confidentiality
1.3.9 Transmission of Security Parameters
1.3.10 Public Key Infrastructure Certificates
1.3.17 Confidentiality of Information at Rest
1.4.8 Cryptographic Module Authentication

Secure System and Service Acquisition 12. Secure System and Service Acquisition 1.1.18 Third Party Products and Controls
1.1.19 Use of External Systems
2.2.1 Flaw Remediation
2.2.7 Information Input Restrictions
2.2.8 Error Handling
3.1.1 Supply Chain Control
3.1.2 Trustworthiness
3.1.5 Licensee/Applicant testing

System hardening 13. System hardening 1.1.14 Wireless Access Restrictions
1.3.8 Unauthorized Remote Activation of Services
1.3.16 Thin Nodes
1.5.1 Removal of Unnecessary Services and Programs
1.5.4 Hardware Configuration

Attack Monitoring 14. System integrity monitoring 2.2.5 Security Functionality Verification
2.2.6 Software and Information Integrity

15. Attack monitoring 1.1.17 Proprietary Protocol Visibility
1.3.11 Mobile Code
1.5.2 Host Intrusion Detection System, HIDS
2.2.2 Malicious Code Protection
2.2.3 Monitoring Tools and Techniques

16. Intended changes monitoring 1.5.3 Changes to File System and Operating System Permissions
1.5.5 Installing Operating Systems, Applications, and Third-Party Software Updates
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Table 6
Mapping between cyber threats and security controls based on cyber threat properties.
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Table 7
Mapping between cyber threats and security controls.

Cyber Threats Related security controls (SCs)

T1 SC1, SC4, SC5, SC6, SC7, SC8, SC11, and SC13
T2 SC1, SC3, SC5, SC9, SC11, SC13, and SC15
T3-1 SC2, SC6, SC7, SC8, SC10, SC14, and SC16
T3-2 SC2, SC3, SC8, SC9, SC10, SC14, and SC16
T3-3 SC2, SC3, SC9, SC10, SC13, SC14, SC15, and SC16
T3-4 SC2, SC4, SC6, SC8, SC10, SC13, SC14, and SC16
T3-5 SC2, SC3, SC8, SC9, SC10, SC13, SC14, and SC16
T3-6 SC2, SC8, SC10, SC12, SC14, and SC16
T3-7 SC2, SC4, SC8, SC10, SC12, SC14, and SC16
T3-8 SC2, SC3, SC9, SC10, SC12, SC13, SC14, SC15, and SC16
T4-1 SC3, SC9, SC13, and SC15
T4-2 SC4, SC6, SC13, and SC15
T4-3 SC3, SC9, SC13, and SC15
T4-4 SC12, SC13, and SC15
T4-5 SC3, SC9, SC12, SC13, and SC15

Table 8
Three strategies to implement SCs.

Strategy Implemented SCs # of implemented SCs Prevented cyber threats

No Strategy None 0 None
Strategy I Strategy I-1 SC1, SC3, SC5, SC9, SC11, SC13, SC15 7 T2, T4-1, T4-3

Strategy I-2 SCs of strategy I-1, SC4, SC6 9 Cyber threats of strategy I-1, T4-2
Strategy I-3 SCs of strategy I-2, SC2, SC10, SC14, SC16 13 Cyber threats of strategy I-2, T3-2, T3-3
Strategy I-4 SCs of strategy I-3, SC12 14 Cyber threats of strategy I-3, T4-4, T4-5
Strategy I-5 SCs of strategy I-4, SC7, SC8 16 T1, T3-1, T3-4, T3-5, T3-6, T3-7, T3-8

Strategy II Strategy II-1 SC2, SC3, SC8, SC9, SC10, SC13, SC14, SC15, SC16 9 T3-2, T3-3, T3-5, T4-1,T4-3
Strategy II-2 SCs of strategy II-1, SC12 10 Cyber threats of strategy II-1, T3-8, T4-4, T4-5
Strategy II-3 SCs of strategy II-2, SC4 11 Cyber threats of strategy II-2, T3-7
Strategy II-4 SCs of strategy II-3, SC6 12 Cyber threats of strategy II-3, T3-4, T3-6, T4-2
Strategy II-5 SCs of strategy II-4, SC7 13 Cyber threats of strategy II-4, T3-1
Strategy II-6 SCs of strategy II-5, SC1, SC5, SC11 16 Cyber threats of strategy II-5, T1, T2

Strategy III Strategy III-1 SC12, SC13, SC15 3 T4-4
Strategy III-2 SCs of strategy III-1, SC3, SC9 5 Cyber threats of strategy III-1, T4-1, T4-3, T4-5
Strategy III-3 SCs of strategy III-2, SC4, SC6 7 Cyber threats of strategy III-2, T4-2
Strategy III-4 SCs of strategy III-3, SC2, SC8, SC10, SC14, SC16 12 Cyber threats of strategy III-3,

T3-2, T3-3, T3-4, T3-5,T3-6, T3-7, T3-8
Strategy III-5 SCs of strategy III-4, SC7 13 Cyber threats of strategy III-4, T3-1
Strategy III-6 SCs of strategy III-5, SC1, SC5, SC11 16 Cyber threats of strategy III-5, T1, T2
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Table 8 shows the order of application of security controls and
the cyber threats that can be prevented through the security con-
trols. The security controls and cyber threats are represented in
abbreviations, SC and T, respectively. For example, if strategy I,
which is a strategy to remove from the highest cyber threat fre-
quency, is applied, T2, T4-1, and T4-3 can be prevented by applying
7 security controls in strategy I-1 stage. If SC4 and SC6 are addi-
tionally introduced to the strategy I-1 stage to eliminate T4-2,
which is the next highest cyber threat frequency, T4-2 can be
blocked in addition to the cyber threat that can be blocked in the
strategy I-1 stage. Finally, in the stages of Strategy I-5, Strategy II-6,
and Strategy III-6, all 16 SCs are applied, and all 15 cyber threats are
eliminated.
5. Conclusion

This study investigated the types of cyber threats that can be
preventedwhen the security controls are implemented through the
mapping of the reorganized security controls in RS-015 against
cyber threats encountered by NPPs. In this study, existing classifi-
cations of cyber threats in the IT field and the field of nuclear se-
curity were reviewed, and a cyber threat list based on their attack
characteristics was proposed. The security controls of RS-015 were
reorganized and presented as 69 security controls in 16 groups. The
16 newly proposed groups of security controls were mapped to the
possible cyber threats to NPPs using a previous study that
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suggested a list of possible cyber threats against NPPs. Therefore,
the cyber threats that can be prevented by each security control
was confirmed, and several strategies for implementing the secu-
rity controls were suggested.

However, the objectivity of reorganization and mapping is a
limitation of this study. For the objectivity of the study, a review of
the cyber security researchers was conducted.

This study will be a useful reference for utilities or researchers
who cannot directly use DBT and it will be helpful while intro-
ducing security controls to NPPs that do not have security
functions.
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