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Abstract 
 
Face manipulation tools represented by Deepfake have threatened the security of people's 
biological identity information. Particularly, manipulation tools with deep learning technology 
have brought great challenges to Deepfake detection. There are many solutions for Deepfake 
detection based on traditional machine learning and advanced deep learning. However, those 
solutions of detectors almost have problems of poor performance when evaluated on different 
quality datasets. In this paper, for the sake of making high-quality Deepfake datasets, we 
provide a preprocessing method based on the image pixel matrix feature to eliminate similar 
images and the residual channel attention network (RCAN) to resize the scale of images. 
Significantly, we also describe a Deepfake detector named Cascaded-Hop which is based on 
the PixelHop++ system and the successive subspace learning (SSL) model. By feeding the 
preprocessed datasets, Cascaded-Hop achieves a good classification result on different 
manipulation types and multiple quality datasets. According to the experiment on 
FaceForensics++ and Celeb-DF, the AUC (area under curve) results of our proposed methods 
are comparable to the state-of-the-art models.  
 
 
Keywords: Face manipulation, Deepfake detection, Machine learning, PixelHop++, SSL   
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1. Introduction 

As the most influential technique in applying the deep learning to face manipulation, 
Deepfake, shown in Fig. 1 and Fig. 2, had become a synonym for face manipulation techniques 
[1]. Deepfake has attracted so much attention in recent years because it has caused a series of 
social security issues that the government, enterprises, and even ordinary citizens cannot 
ignore.  

On one hand, the face is the most widely used to bind between smart devices and its user’s 
biological identity information [2] in many scenarios (unlock the smartphone, ID verified in 
bank or custom). Manipulating someone’s face means stealing her or his biological identity, 
which may cause people’s loss of property or reputations. On the other hand, face manipulation 
is closely related to internet security. If a large number of videos and images containing fake 
face information (especially faces of influential people, such as government officials, and the 
business elite) are widely spread on the internet may bring great problems such as fake news, 
fraud and financial fraud [3, 4]. 

                    
Fig. 1. Frames from FaceForensics++.               Fig. 2. Frames from Celeb-DF (v2) and 

(a), (c) are real. (b), (d) are fake                   generated by the Deepfake method. 
 

As a result, the field of forensics research is being encouraged to Deepfake detection in 
images and videos [5-9]. It is no doubt that face manipulation detection solutions using deep 
learning (DL) has made great achievements. For instance, models [10-14] are based on 
convolutional neural networks (CNN), and models [15-17] are based on integrated CNN and 
recurrent neural networks (RNN). In addition, generative adversarial networks [18, 19] (GAN) 
have already become an increasingly significant player in this field. Those models [20-24] are 
always able to achieve high detection accuracy. Lastly, there are also many non-DL-based 
models [25-27], but they generally require handcrafted datasets as the source of classification 
features. The most salient question about those detection methods is that their effectiveness 
will be limited to the manipulation methods [12, 27-28].  

We describe a method for preprocessing video datasets containing faces and propose a 
Deepfake detector based on non-DL. Some previous works [11, 14, 26] have proved that 
whether a model is DL-based or non-DL-based, how preprocessing the dataset is a very 
important step.  Different from other methods of extracting facial frames from videos, we are 
not saving one frame every five, six, or other static number frames, but iterate through all 
frames of a video and save proper size frames with clear faces, and faces are in a certain 
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distance. The other point of this preprocessing method is that rather than directly resize frame 
images like other methods, we use the residual channel attention network (RCAN) [29] to 
achieve the goal of restoring high-frequency features and adjusting images size. Through such 
preprocessing, the datasets of Deepfake sample frames we made can not only retain as much 
facial information as possible from a video but also avoid the redundant influence of too many 
repeated facial images when training the Deepfake detector. The model we proposed for the 
Deepfake videos detection solution is called Cascaded-Hop. Cascaded-Hop is based on 
PixelHop++ system [30] and successive subspace learning (SSL) principle [31-33]. Following 
the idea of SSL, we use the PixelHop++ module to extract the most important features from 
multiple regions of high-resolution color facial images for classification. Then judge the 
authenticity of a video by ensemble pre-classifier labels. 

Simply speaking, this paper has two main contributions: A preprocessing method that can 
get clearer and low repeatability Deepfake sample frames; A Deepfake detector based on SSL 
which can classify Deepfake videos effectively on multiple public datasets.The rest of the 
manuscript is organized as follows: Background review of face manipulation and detection 
techniques in Sec. 2. We describe our contributions in detail including the images/videos 
preprocessing of dataset and the Cascaded-Hop model in Sec. 3. Particularly experiments on 
multiple Deepfake video datasets in Sec. 4. Lastly, we have a brief conclusion in Sec. 5. 

2. Background Review 

2.1. Deepfake Techniques 
The Deepfake algorithm became widely known in 2017 by a Reddit user named Deepfakes, 
and it is usually used to change one’s face in film and television works. Different from 
traditional facial manipulation, this term has attracted amazing social attention since its birth 
[34, 35] because it had led to a revolutionary development in face manipulation. Since then, 
Deepfake techniques, especially those that used deep learning, have boosted development. The 
number of fake images and videos that are hard to distinguish had spread on social media 
platforms was too much to count. At the same time, it also threatens the information security 
of intelligent device users. 

The manipulation can be defined into four types [1]: face synthesis, face swap, facial 
attributes tempering, and facial expression replay. Face synthesis means the hacker change 
one person’s facial information with another face which may be non-existent in the real world 
and they are usually created by the GAN-based method [36]. Face swap means replacing a 
face in an image or video with another people’s face. There are three most famous techniques 
used in this facial temper: Deepfake, FaceSwap, and ZAO. The third type of manipulation 
generally aims to modify attributes (the hair and skin color, age, or gender) of a face. GAN-
based models are also used for facial attributes manipulation like StarGAN [37] and 
RecycleGAN [38]. The last type of Deepfake manipulation method is applied to change one’s 
facial expression by transferring another people’s expression. The most popular technique is 
called Face2Face [39].  

Even though these Deepfake techniques have a high forgery level, they always leave 
identifiable trace features different from real media for classification. For example, in [25], the 
authors argue that Deepfake algorithms can usually only generate fixed-size facial images due 
to the limited computational resources and production time. To improve the quality of the fake 
videos, the generated source video must undergo affine distortion to better merge it into the 
target video.  
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2.2. Deepfake Detectors 
In the light of the principle and idea of different detectors, the Deepfake detectors can be 
classified into three types: non-DL-based, CNN-based, and GAN-based.  

2.2.1  Non-DL-based methods 
The main idea of those non-DL-based facial tempering detection models is that the 
manipulation process can be regarded as the generators blending source faces into existing 
target facial images or videos. Face X-ray [27] is a representative detector of non-DL methods 
and this model got a nice classification result in FaceForensics++. The authors had described 
that blend processing will bring their unique traces introduced from the hardware level (such 
as sensor models and spectral characteristics) or software level (such as compression or 
composition algorithms) into target images or videos. 3D-based models are also used in face 
manipulation detection like [25, 40]. Especially in the work of [25], the researchers had 
proposed a 3D-based head pose estimation model and experiments on the UADFV dataset and 
DARPA dataset which demonstrated that discrepancy between head pose and facial landmarks 
can be revealed when the 3D head poses are well estimated in manipulated facial images. In 
the work of [41], the detector also uses a PixelHop++ model based on SSL, which is evaluated 
on the UADFV and Celeb-DF to get a better Deepfake classification result. 

2.2.2. CNN-based methods 
The DL-based detector is the most widely used for face manipulation detection due to the deep 
learning technology being relatively mature, computer hardware resources (CPU, GPU) 
supporting the CNN framework (ResNet50, ResNet101, VGG16, and so on) are easy to get 
[42-44], and many open-source datasets can be used for training and testing models. Tolosana 
et al. [10] using an Xception network certify that different regions and landmarks in the face 
can as the units for Deepfake classification. Peng Zhou et al. [11] contributed a two-stream 
architecture that can learn both high-level pampering artifacts and low-level noise features by 
incorporating GoogLeNet and triplet networks. Afchar et al. [12] contributed a mesoscopic 
method and created models which are based on Meso-4 and MesoInception-4 networks for 
manipulated videos. Huy H. Nguyen et al. [13] have designed a Y-shaped decoder which is a 
multi-task learning model structure, and this detector can be used to classify and segment facial 
information simultaneously. The method in [14] is proposed to detect the warping trace 
appearing when a face is warped. Many other works [45-47] also achieved a nice effect in this 
field.  

Compared with non-DL methods, one of the advantages of using DL is that the temporal 
and spatial features of videos can be well utilized. For example, the works of [48, 49] use the 
people's eye blink continuity of the frame sequences of a video as the main features for 
Deepfake videos detection. Moreover, some RNN-based models like [15] make full use of the 
temporal correlation of video streams. An optimal strategy was proposed in [15] to combine 
the temporal information in the video stream with face preprocessing technology. In the work 
of [26], Deepfake videos are classified by extracting classification features from the eyes, teeth, 
and facial contours. 

2.2.3. GAN-based methods  
The ideology of GAN had made an epoch-making impact in making something out of nothing. 
Generators who are based on GAN can volume create very realistic facial images. The work 
[20] exploited the color spaces disparity between GAN-generated images and real ones. S. 
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McCloskey and M. Albright’s work [22] via experiments showed that the color processing of 
the GAN-based generators is significantly different from the real camera in two aspects. The 
work of J.C. Neves et al. [23] proved that the images generated by GAN will leave inherent 
fingerprint features of the generators and proposed a model to remove fingerprint features to 
evaluate many Deepfake classification models. Though CNN-based and GAN-based 
Deepfake detectors have achieved very good classification results in many public dataset 
benchmarks, they are data-driven architectures that mean all those detection models need to 
be trained and tested by feeding a large number of data. 

Compared with the previous work, our work is carefully select Deepfake sample frames in 
the preprocessing stage, and the direct result is to get a higher visual quality Deepfake sample 
dataset. In addition, our Deepfake detector extract features from the sub-regions of images and 
steps up to video-level classification which had different motivations from many previous 
studies. 

3. Proposed Method 

3.1. Face Images/Videos Preprocessing 
Public large-scale datasets of Deepfake videos such as the well-known FaceForensics++ 
(FF++) [8] are massively generated by automatic generators. So, there are many videos with 
low-quality frames. If we watch them by playing a certain number of videos in FF++, it would 
be found that the videos contain the fuzzy, repeat, face twisted, covering incomplete, which 
we defined as low-quality frames.  
 

Unlike many preprocessing methods that simply and blindly save one frame every few 
frames from a video. We proposed a method that saves facial frames from videos through a 
series of rigorous processes. To get higher quality Deepfake samples while eliminating some 
low-quality frames of a video, our work never discards a frame unreasonably or randomly. 

 

 
Fig. 1. Diagram of our preprocessing method. (1) and (2) are the algorithms to discard low-quality 

frames. (3) is the method of RCAN. 
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Fig. 2. Result of our preprocessing method. Fames like the first row will be saved and frames like the 

second row will be discarded. 

Firstly, as shown in Fig. 3, our method will traverse the whole frame sequence of a video 
to find the frames with facial images and eliminate ones whose facial size is smaller than 
68×102. The reason for this preprocessing is those smaller frame images always bring little 
features and are unsuitable to participate in our subsequent work. The saved and discarded 
frame images are exampled in Fig. 4. 

Secondly, according to the basic geometric meaning of image matrix, we defined the space 
vector distance of adjacent frames as ‖Đ‖2, see (1): 

‖Đ‖2 = �∑ �𝑉𝑉𝐴𝐴𝑖𝑖 − 𝑉𝑉𝐵𝐵𝑖𝑖�
2𝑛𝑛

𝑖𝑖=1                                               (1) 
Where 𝑉𝑉𝐴𝐴𝑖𝑖 is the i-th pixel value of the former facial gray image’s matrix and the 𝑉𝑉𝐵𝐵𝑖𝑖 is 

the latter one’s i-th pixel value. While the result value of ‖Đ‖2 is smaller than 0.3 which 
means that the space vector distance between A and B is too close to be seen as repetitive.  

Whenever meeting two repetitive frames and need to save only one of them, we compare 
their sharpness using the Laplacian algorithm which is defined as Eq. (2): 
𝐼𝐼𝐼𝐼𝐼𝐼𝑐𝑐𝑙𝑙𝑙𝑙 = �𝐴𝐴, 𝐿𝐿𝐿𝐿𝐿𝐿𝐴𝐴.𝑉𝑉𝑉𝑉𝑉𝑉 ≥ 𝐿𝐿𝐿𝐿𝐿𝐿𝐵𝐵 .𝑉𝑉𝑉𝑉𝑉𝑉

𝐵𝐵, 𝐿𝐿𝐿𝐿𝐿𝐿𝐴𝐴.𝑉𝑉𝑉𝑉𝑉𝑉 < 𝐿𝐿𝐿𝐿𝐿𝐿𝐵𝐵 .𝑉𝑉𝑎𝑎𝑎𝑎                                            (2) 
Where 𝐼𝐼𝐼𝐼𝐼𝐼𝑐𝑐𝑙𝑙𝑙𝑙 is the clearer facial image between image A and image B, 𝐿𝐿𝐿𝐿𝐿𝐿𝐴𝐴.𝑉𝑉𝑉𝑉𝑉𝑉 and 

𝐿𝐿𝐿𝐿𝐿𝐿𝐵𝐵.𝑉𝑉𝑉𝑉𝑉𝑉. are the values of the sharpness measurement index of A and B. Those values were 
obtained from the Laplacian algorithm which can be used to analyze the sharpness of images. 
By doing so, we can save the clearer frames from multiple similar images. 

Through the previous two processes, we would save clearer and nearly without repeating 
facial images from the video. In this way, we eliminated the low-quality facial images from 
many Deepfake datasets successfully and made datasets redundancy avoided to a great extent. 

As a result, the number of frames selected from a video can be controlled in about 20 and 
40. To satisfy the subsequent requirements of the Cascaded-Hop based on SSL, instead of 
directly resizing the small facial images, we use an image super-resolution method named 
RCAN to enlarge images. RCAN can restore the high-frequency and low-frequency 
information of an image by adjusting features adaptively through the interdependence of 
feature channels. In this way, RCAN can not only expand the size of the smaller images but 
also yield features for Cascaded-Hop to learning.  

The last step of preprocessing is to crop face images and save multiple regions. In many 
works [24, 51], it has been proved that the rich features of the tampered images will be 
particularly prominent in the eyes, nose, and mouth. So, we select these areas as the cropping 
regions according to the facial landmark. The effect is shown roughly in the image (e) of Fig. 
3, where the five different colored boxes will be covering the left eye, right eye, nose, and 
mouth, but may not completely cover them due to the different sizes of the images. 
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3.2. Feature Distillation 

3.2.1. PixelHop++ 
Recently, it is proved that the PixelHop++ system [30] can be used in object classification 

works by describing local block neighborhoods features of images. PixelHop++ contains two 
sub-units: neighborhood construction, c/w Saab (channel-wise subspace approximation via 
adjusted bias) transform. The neighborhood construction sub-unit is to compute attributes of 
near-to-far neighborhoods of selected pixels through all PixelHop++ units in multiple stages. 
The i-th Pixel-Hop++ unit concatenates attributes of the (i+1)-th neighborhood like a waterfall, 
where the i=1, 2, 3 in our work. The c/w Saab transform in PixelHop++ is a variant of principal 
component analysis (PCA) and it can decompose a signal space into the local mean and some 
frequency components by kernels. A kernel with a larger eigenvalue will extract a lower 
frequency component. 

The purpose of using PixelHop++ is that it has very few parameters compared with CNN 
but achieves the feature extraction effect of CNN due to the neighborhood construction in 
PixelHop++ playing the equivalent role to convolutional filters in CNN. 

 

3.2.2. Cascaded-Hop 
Compared to the previous detector of DefakeHop, the novelties of our work were inspired by 
the EfficientNet, the image resolution and depth of CNN would affect the classification 
accuracy. We use the frames processed by RCAN (a super-resolution method) to recover high-
frequency information of images by paying more attention to local features, which is 
corresponding to our method of PixelHop++ to extract local neighborhood features from high-
resolution images. Like the CNN network, deepening the network depth can improve the 
classification accuracy to a certain extent. So, more features are extracted by the four cascaded 
PixelHop++. What’s more, we use different sizes of kernels at different cascade layers to 
increase the model's expression ability. In the former two cascade stage, we apply 2×2 kernels 
to extract local neighborhood features. In the latter two cascade stages, we apply 3×3 kernels 
to extract global field features. Different sizes of kernels extract multiple types of receptive 
field feature vectors, which is consistent with the characteristic of Cascaded-Hop to extract 
local and global features from shallow to deep. 

Our Cascaded-Hop method as shown in Fig. 5 has four decomposed PixelHop++ units. The 
kernels' sizes in our four PixelHop++ units are different from the first hop to the fourth hop 
but with the same stride equal to one. We set the kernel size of the former two hops as 2×2 to 
retain more feature information in the initial stage and the latter two hops as 3×3 to avoid 
feature redundancy.  
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Fig. 3. The overview of our Cascaded-Hop model. 

Take the first PixelHop++ unit as a sample, this PixelHop++ unit applies a 2×2 kernel to 
the input images. In consideration of the boundary effect, we applied (2×2)-to-(1×1) max-
pooling. Thus, when using the colorful high-resolution images (68×68× K0, where K0 =3) as 
the input images, we would get K1 (spectral dimension) local vectors of 2×2×K0=12 spatial 
dimension, where K1= K11+K12+ K13.  

Specifically, see the tree diagram on the left of Fig. 5, the input image, as the root node, 
generates the first-level child nodes. Once the color images begin sent into the Cascaded-Hop, 
the first PixelHop++ will yield a set of local vectors of dimension 12. We measure the 
frequency component by its channel energy and define the energy of the root node as one. 
Each child node energy in the tree, which represents a response of a certain frequency 
component, can be obtained and normalized from the root energy value. 

According to their channel energy, those child nodes would be divided into three groups:  
high-energy channels (represent high-frequency components, yellow child nodes), mid-energy 
channels (represent mid-frequency components, green child nodes), and low-energy channels 
(represent low-frequency components, gray child nodes). Furtherly, we discard K13 high-
energy channels due to their useless small eigenvalues. The mid-energy channels, whose 
dimension is 34×34×K11, will be sent into the PCA module (to the right of the PixelHop++ 
unit shown in Fig. 5) to learn features furtherly. The K12 low-energy channels will be fed into 
the next PixelHop++ as the input data because low-frequency components are larger 
eigenvalues. 

In terms of spectral dimension and spatial dimension analysis, our Cascaded-Hop system 
can be seen that the former hops contain more local features but a narrower view, the latter 
hops have less local features but a broader view. More it can be seen that our Cascaded-Hop 
model yielded different receptive fields. 

3.2.3. Pre-classifier 
To extract effective features to make the model has a good classification effect, we have two 
steps to process the features before the final decision module. Though local facial features can 
be produced from the Cascaded-Hop, those features received from PixelHop++ are not concise 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 16, NO. 5, May 2022               1679 

enough to be used to classify whether the facial image has been manipulated or not due to their 
dimension being too large. 

Especially in the first PixelHop++ unit as an example, the feature dimension will increase 
to 34×34×K11×n×N, where n is the number of regions of a face equal to 5, N is the number of 
frames of a video equal to dozens.  Because of the strong spatial correlations for feature 
vectors from the same PixelHop++, we apply another PCA module to those vectors yielded 
from the former PixelHop++ units to reduce the dimension and weaken correlations between 
the spatial responses. Concretely speaking, we use the PCA module to select the top Fi 
components which contain about 90% of the images, where i=1, 2, 3, 4.  

Through the above steps, we have kept the most effective facial features of the Fi×Ki1 
(where F is a feature channel vector’s dimension, K is the number of the vector) dimension 
respectively from the i-th PixelHop++ and PCA models. To make efficient use of these 
features and reduce the possible misleading of individual vector channels to classification, we 
use XGBoost to build a pre-classifier, which can provide the probability of each channel 
related to the Deepfake video for the final classification module. For each PixelHop++, Ki1 
labels are sent to the ensemble module lastly. 

 

3.3. Ensemble And Classification 
After the subspace of multiple regions of multiple frames of a video is processed by the 
preprocessing method, PixelHop++ units, feature distillation module in order, pre-classifier 
labels as decision factors are sent into the aggregation module. As shown in the rightmost of 
Fig. 5, the ensemble module would ensemble different regions of a face and multiple frames 
of a video. We calculate the probability of forgery by averaging the probability of all labels 
from the same frame and video. Thus, both the frame-level probability and the video-level 
probability are figured out in the final decision. 

4. Experiment 
In this section, we divided the experiment into three subsections:  

(1) Proving the effectiveness of our preprocessing method by a control experiment. 
(2) Evaluating our Cascaded-Hop on multiple datasets to verify its performance. 
(3) Comparing the AUC (area under curve) result of our methods with other solutions.  

4.1. Dataset Benchmark 
In this paper, AUC is used as the evaluation metric for the detector. AUC is commonly used 
to evaluate binary classification models, which is obtained by calculating the area of the ROC 
(receiver operating characteristic) curve. The closer AUC is to 1, the better the classification 
performance of the model is. There are two reasons for using AUC in this paper: On one hand, 
the number of positive and negative samples is unbalanced in the Celeb-DF dataset (thousands 
of fake videos, but few hundred true videos) while the AUC can objectively evaluate a model 
in the case of unbalanced sample categories. Another hand, the use of the AUC metric 
facilitates comparison with other Deepfake detectors using the same evaluation metric. 

We have evaluated our Cascaded-Hop model on those most widely accepted Deepfake 
datasets: FaceForensics++ [8], Celeb-DF (v1) [50], Celeb-DF (v2) [52] and DFDC [53].  

FaceForensics++ benchmark includes four types of video manipulation method subsets 
(DeepFake, Face2Face, FaceSwap, and NeuralTextures) and a pristine video subset, each of 
those five subsets is contains 1,000 videos. Two quality levels in FaceForensics++: high-
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quality (FF++ (C23)) and low-quality (FF++ (C40)) videos are generated by constant rate 
quantization parameters equal to 23 and 40. 

Celeb-DF (v1) benchmark contains only 795 Deepfake videos without pristine videos. 
Celeb-DF (v2) benchmark (is greatly extended from Celeb-DF (v1)) which includes 590 
pristine videos and 5,639 Deepfake videos. In other words, the quality of the fake video in 
Celeb-DF (v2) is higher than fake videos in Celeb-DF (v1) because the manipulation 
techniques of Celeb-DF (v2) are improved greatly than Celeb-DF (v1). 

DFDC benchmark offers a total of 5,244 videos of 1,131 real videos and 4,113 fake videos 
generated by two different manipulation methods. This is a challenging dataset. 

After the preprocessing method is applied to those datasets, about 10% of both real videos 
and fake videos will be discarded because their quality is too low (the face is too blurry or the 
face size is too small to be suitable for our detector). 

Therefore, the quantity of the detailed videos after preprocessing is shown in Table 1. 
 

Table 1. The detailed number of videos processed by our method 
Datasets Subset Original quantity Saved quantity 

FF++ (C23) 

Pristine 1000 912 
DeepFake 1000 900 
Face2Face 1000 894 
FaceSwap 1000 917 

NeuralTextures 1000 899 

FF++ (C40) 

Pristine 1000 901 
DeepFake 1000 900 
Face2Face 1000 879 
FaceSwap 1000 886 

NeuralTextures 1000 881 
Celeb-DF (v1) DeepFake 795 738 

Celeb-DF (v2) 
Pristine 590 528 

DeepFake 5639 5070 

DFDC 
Pristine 1131 1068 

Fake 4113 3851 

4.2. Experiments 
Firstly, we verify the influence of the number of facial regions on the FF++ (C23) dataset. We 
selected about 60% of videos from the original subset and fake subset of FF++ (C23) as the 
training dataset, about 20% of the rest videos as the test dataset.  

As the AUC result is shown in Table 2, with the increase of facial regions, the classification 
result is improved. We can conclude that the regions of the eyes, nose, and mouth have enough 
rich features for the detector to learn.  

According to Table 2, this detector has the best performance on the DeepFake subset, and 
the worst detection result on NeuralTextures. This is because videos in DeepFake involve 
facial identity and attribute manipulation. But videos in NeuralTextures generally involve light 
reconstruction and texture information changes of the face. 
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Table 2. The AUC value of using different number of facial regions 

Datasets Level Eyes Eyes+Nose Eyes+Nose+Mouth 

DeepFake 
Frame-level 0.7510 0.8324 0.9252 
Video-level 0.8285 0.8735 0.9613 

Face2Face 
Frame-level 0.7213 0.7951 0.9101 
Video-level 0.8340 0.8688 0.9527 

FaccSwap 
Frame-level 0.7662 0.8112 0.9055 
Video-level 0.8274 0.8589 0.9503 

NeuralTextures 
Frame-level 0.6687 0.7719 0.8170 
Video-level 0.7350 0.8127 0.8658 

 
Secondly, we use the DeepFake (DF) of FF++ (C23) and DFDC to prove the effectiveness 

of our preprocessing method. We used 80% of DF and Original videos from FF++ (C23) for 
training and the rest 20% for testing. The same grouping method is applied to DFDC datasets. 
Then, frames are extracted in different ways: a) randomly selecting 40 face frames in the video; 
b) selecting frames by the steps of (1) and (2) but without (3) of our preprocessing method in 
Fig. 3; c) selecting and processing frames by using all the steps of our preprocessing method 
in Fig. 3. 

The AUC result of the experiment is shown in Table 3. It can be seen that the Deepfake 
samples generated by our preprocessing method can make the Deepfake detector’s 
classification effectiveness better, and the frame-level is improved by about 6%, and the video-
level is improved by about 4%. 

 
Table 3. Effectiveness of our preprocessing method 

Datasets Level (a) (b) (c) 

DF of FF++ (C23) 
Frame-level 0.8730 0.8906 0.9252 
Video-level 0.9228 0.9371 0.9613 

DFDC 
Frame-level 0.8239 0.8357 0.8861 
Video-level 0.8745 0.8934 0.9201 

 
Lastly, we have experimented with mixed datasets on FF++ (C23) and FF++ (C40) to 

evaluate the robustness of our Cascaded-Hop and explore whether the video quality will affect 
its performance. For the FF++ (C23) and FF++ (C40) datasets, different from the way we set 
up above, we selected 25% videos from each fake subset, mixing those videos as a mixed 
dataset. Selecting 80% of the mixed dataset for training, and another 20% for testing. As for 
Celeb-DF (v1) and Celeb-DF (v2), we take the real dataset of Celeb-DF (v2) as the shared 
dataset between Celeb-DF (v1) and Celeb-DF (v2), 70% for training and 30% for testing. 
However, the fake datasets of the two Celeb-DF datasets are used separately for training and 
testing.  

The AUC value of experiments is shown in Table 4. We can find that the performance of 
the Cascaded-Hop will be different on different quality videos caused of compression factors. 
According to the analysis of these experimental results, Cascaded-Hop's discrimination ability 
at both frame-level and video level decreases in the mixed datasets, and the comparison is 
more obvious in FF++. It means that different face manipulation types have different feature 
spatial distributions, which has an impact on the detector to learning features. What’s more, 
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Celeb-DF (v2) contained more complex video data sources than Celeb-DF (v1), and the AUC 
result on Celeb-DF (v2) is worse than Celeb-DF (v1). 

 
Table 4. The AUC result on mixed datasets 
Datasets Frame-level Video-level 

FF++ (C23) 0.8945 0.9379 
FF++ (C40) 0.8530 0.9115 

Celeb-DF (v1) 0.8870 0.9225 
Celeb-DF (v2) 0.8321 0.8917 

4.3. Evaluation 
We compare our Cascaded-Hop to other Deepfake detection studies [1, 8, 10] and detectors 
[12, 13, 15, 25, 26, 41]. These works all use AUC to evaluate the performance of detection 
models and evaluated on the DF of FF++ (C23), DFDC, and Celeb-DF (v2) datasets. These 
AUC results were extracted from the studies of [1, 8, 10] or the original publications of [12, 
13, 15, 25, 26, 41]. Blank cells indicate that the relevant data was not found. 

As shown in Table 5, it can be seen that most detectors show good identification results on 
DF of FF++ (C23), and our Cascaded-Hop has an excellent performance, too. Our detector 
performed better on DFDC and Celeb-DF (v2) than others which means Cascaded-Hop's nice 
classification performance on multiple datasets. Especially on Celeb-DF (v2), our model 
detection effect is much better than other works. It is worth mentioning that the AUC result of 
our model is slightly worse than DefakeHop. One possible reason is that in the work of [41], 
the authors randomly select 80% for training and 20% for testing from the datasets, which 
means that some test videos may overlap with training videos. 

 
Table 5. Compare with other methods 

Detectors DF of FF++ (C23) DFDC Celeb-DF (v2) 
Inception V3 [1] 70.1% -- 55.7% 
Xception-raw [8] 99.7% 49.9% 48.2% 

Xception [10] -- 91.1% 83.6% 
Meso4 [12] 84.7% 75.3% 54.8% 

MesoInception4 [12] 83.0% 73.2% 53.6% 
Multi-task [13] 76.3% 53.6% 54.3% 

DenseNet+RNN [15] 96.9% -- -- 
HeadPose [25] 47.3% 55.9% 54.6% 
DSP-FWA [26] 93.0% 75.5% 64.6% 
DefakeHop [41] 97.45% -- 90.56% 
Cascaded-Hop 96.13% 92.01% 89.17% 

5. Conclusion 
In this paper, we provide a method to extract facial image frame sequences from videos, which 
can make high-quality Deepfake samples datasets for training and testing detectors. 
Importantly, we design and implement a detector named Cascaded-Hop based on SSL and 
PixelHop++. This Deepfake videos detector performs better classification results than other 
models on multiple public Deepfake datasets, especially on the Celeb-DF (v2) dataset. 
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However, some disadvantages of Cascaded-Hop are that when the image is large enough, the 
cropped subspace size may only cover a relatively small region, and our model cannot capture 
the temporal information like detectors based on the deep learning network. 
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