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Statistical analysis of data is an integral part of re-
search projects in all scientific disciplines including the 
plant pathology. Appropriate design, application and 
interpretation of statistical analysis are also, therefore, 
at the center of publishing and properly evaluating 
studies in plant pathology. A survey of research works 
published in the Plant Pathology Journal, however, cast 
doubt on high standard of statistical analysis required 
for scientific rigor and reproducibility in the journal. 
Here I first describe, based on the survey of published 
works, what mistakes are commonly made and what 
components are often lacking during statistical analysis 
and interpretation of its results. Next, I provide possible 
remedies and suggestions to help guide researchers 
in preparing manuscript and reviewers in evaluating 
manuscripts submitted to the Plant Pathology Journal. 
This is not aiming at delineating technical and practical 
details of particular statistical methods or approaches. 

Keywords : pseudo-replication, P-value, standard devia-
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Measuring changes in subjects under observation and col-
lecting data through replication are at the heart of experi-
mental sciences. Plant pathology is not an exception to 
this. After collecting the data by measuring such changes, 
I get statistic to help us determine whether the difference 
between the two measurements is large enough to attribute 
to anything but chance. The difference is declared statisti-
cally significant, only if it is considered large by a criterion 
called P-value, which is obtained from performing a statis-
tical test. Such streamlined practice provides a clear-cut yes 
or no decision on whether the results can be published or 
not, and is considered as a standard procedure. 

However, I have been facing the reality of reproduc-
ibility crisis as suggested in a survey conducted by the 
journal ‘Nature’ (Baker, 2016). Despite the arguments that 
the reproducibility issue is not distorting the majority of 
the literatures, the reproducibility issue and its remedies 
definitely need our attention (Fanelli, 2018). If I define 
the reproducibility as the ability of independent research-
ers to obtain the same or similar results when repeating an 
experiment or test, the lack of reproducibility is not only 
a scientific issue, but also could be an ethical one (Resnik 
and Shamoo, 2017). Although there are many factors 
including pressure to publish (thus selective reporting of 
the data) and a growing burden of bureaucracy that cause 
and contribute to such reproducibility issues (Anonymous, 
2016; Resnik and Shamoo, 2017), it cannot be emphasized 
enough that robust design of an experiment, correct appli-
cation and interpretation of hypothesis test, and clear com-
munication of the results are at the forefront of ensuring 
the reproducibility of scientific researches.

 During the handling of the many papers published in 
the Plant Pathology Journal, I came across appreciable 
number of the manuscripts that could be improved in 
terms of study design, statistical analysis, and visualiza-
tion of experimental data and results. Here I first provide 
the survey of the published papers in the Plant Pathology 
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Journal for how basic and fundamental statistical concepts 
and techniques were used, and how results were visual-
ized, explained and interpreted. Based on this survey, then 
I propose conceptual and practical guidelines that can be 
followed in preparation of manuscript to be submitted to 
the journal. I also provide the resources and further read-
ings wherever appropriate for those who want to delve into 
the individual topics. 

Survey of Published Papers in the Plant Pathology 
Journal

In order to systematically identify common mistakes and 
practices needing improvement, I have taken the survey of 
all the papers published between 2018 and 2019 (a total of 
129 papers) (Supplementary Table 1: note that the papers 

information was provided without the author information, 
and individual papers randomly assigned to the arbitrary 
identification number), and grouped them into four catego-
ries. It should be noted that I did not include in our analysis 
the mistakes and misuse of statistics that are not frequently 
made. This survey showed that the followings are com-
mon: (1) unclear use of error bars in the bar graphs, (2) 
explanation and interpretation of P-values from statistical 
test, (3) likely use of pseudo-replication, and (4) lack of 
clarity in explaining experimental set-up pertaining to how 
replicates were made and statistical test was performed (Fig. 
1).

Among eighty papers in which error bars are used to 
show the variation within the data, about 29% of them did 
not clearly specify whether the error bars indicate standard 
deviations or standard errors (Fig. 1A). A 7.5% of them 

Fig. 1. Survey results of the statistical analyses published in the Plant Pathology Journal during the year 2018 and 2019. Each pie 
chart summarizes result about one of the following: specification of error bars in the graphs (A), specification of P-values (whether 
or not P-value are provided as exact value or not) (B), possibility of pseudo-replication in statistical analysis (C), and how clearly the 
experimental design and statistical analysis were described (D). The percentages were given relative to the total number of papers 
(provided at the bottom right corner of each panel) in which the relevant information is available.
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did not provide any explanation at all. Out of 79 papers 
that have run statistical tests at least once, the resulting p-
values were specified only in 21.5% of them (Fig. 1B). 
Approximately the two third of papers (63.3%) indicated 
P-values as ranges (for example, P < 0.05 or P < 0.01). 
Although use of such notation is a common practice, I sug-
gest that specifying exact P-value is a much better prac-
tice. The survey also revealed that some studies appear to 
run their statistical test based on pseudo-replicated data set 
(Fig. 1C). Pseudo-replication occurs when counting the 
replicates (or observations) that are not independent on 
each other as independent ones and include them all in sta-
tistical testing, incorrectly inflating the sample size. How-
ever, it was difficult to know the use of pseudo-replication 
with great certainty due to the lack of clear description 
about experimental set-up in more than a half of papers 
examined (Fig. 1D). Many papers stated that three or more 
replicates were used, but it was not clear whether distinc-
tion between biological and technical replicates were made 
in choosing the data sets for their statistical tests. 

The survey period spans only two years. Despite the 
limitation, it is not unreasonable to extrapolate the survey 
results to assume that examples of these errors and mis-
takes abound in other years of publications. From the next 
section on, I clarify a few basic concepts in statistics that I 
think would help remedy the problems I have encountered 
and improve reproducibility of the work.

Standard Deviation vs. Standard Error 

Let’s start with the concept of statistic. A statistic refers 
to the quantities obtained (or rather correctly computed) 
from values in a sample. A statistic is used in a variety of 
purpose. For example, it can be used either to summarize 
the sample data (descriptive statistic) or to infer population 
parameters such as population mean that cannot be directly 
measured and so are usually unknown (inferential statis-
tic). There is often confusion between standard deviation 
(SD) and standard error (SE). However, SD is a descriptive 
statistic, whereas SE is an inferential statistic. The SD de-
scribes how much dispersion or variability there is within 
your single sample. It may be used to show accuracy of 
your measurement or experiment, as a low SD indicates 
close clustering of your data around the sample mean. In 
contrast, SE describes variability across the multiple sam-
ples of a population. It therefore tells us how accurately our 
sample reflects the whole population. Since I usually have 
a single sample, however, SE should be estimated from a 
single sample in our hand. A SE decreases as sample size 
(i.e., number of values in the sample) increases, indicating 

that the larger your sample is, more precise your estimation 
about the population is. Unlike SD, SE is useful in hypoth-
esis testing, since it helps judge how representative your 
sample is when drawing any conclusion about the actual 
population that you are interested in.

I propose that the authors should be aware of such dis-
tinction between SD and SE, and use them accordingly. 
This includes making a clear indication in the manuscript 
about use of either SD and SE, so that the reviewers and 
readers would be able to better evaluate the data presented 
in the manuscript.

Pseudo-replication

As explained briefly in the previous section, pseudo-
replication refers to taking the incorrect level of replication. 
I suspect that such pseudo-replication often comes from 
not distinguishing biological replicates from technical 
replicates (Bell, 2016; Vaux et al., 2012) To illustrate the 
problem of pseudo-replication and how pseudo-replication 
might occur, I ran a computer simulation, assuming a hy-
pothetical situation where a researcher is measuring and 
comparing between control and treatment samples (R code 
for the simulation and production of graphs is available as 
Supplementary Material 1). Please note that outcome may 
vary whenever the code is run as the values are randomly 
generated anew. True mean values of control and treatment 
population, which are not known in most cases and have 
to be inferred from the sample, were set to be 8 and 6, re-
spectively. Three values were randomly taken three times 
from normal distributions having mean values of 8 and 
6, respectively, in order to simulate the situation in which 
three independent experiments (biological replicates) were 
conducted with three technical replicates (repeats) (Fig. 2). 
To emulate experiment-to-experiment variations, standard 
deviations of normal distribution were set to be differ-
ent among the biological replicates. Although each set of 
measurements (sample) was drawn from the normal dis-
tributions having the same mean values, sample means for 
individual biological replicates differ from the true means 
owing to the small sample size (n = 3) and varying standard 
deviations (Fig. 2A). 

With this dataset given to the researcher, the following 
three scenarios are possible in running a statistical analy-
sis (in this case, t-test) and reporting P-value. First, the 
researcher runs t-test for each biological replicate (n = 3), 
comparing the control and treatment groups, and finds that 
all three P-values are below 0.05. This seems to suggest to 
the researcher that there is a statistically significant differ-
ence between the control and treatment groups, and that his 



Jeon178

or her finding is reproducible. Accordingly, the researcher 
decides to report the means, standard errors, and P-value 
obtained from the first biological replicate only (panel 1 
in Fig. 2A and B). Alternatively, the researcher may de-
cide to aggregate all the data points across three biological 
replicates (n = 9) and run a t-test using them. This would 
usually result in much smaller P-values (more significant!) 
despite the smaller discrepancy between control and treat-

ment mean values than the first scenario (compare Fig. 2B 
and C). Lastly, the researcher may want to take individual 
means of biological replicates (n = 3), and use them to run 
a t-test. This would lead to the larger P-value than the one 
obtained in the second scenario due to the smaller sample 
size. Now the question is what would be the correct prac-
tice to do?

In the first scenario, the researcher is presenting only a 

Fig. 2. Simulated dataset for demonstration of pseudo-replication. A dataset was generated by randomly drawing three numbers three 
times from normal distributions having different standard deviations (A). For control and treatment groups, the numbers were taken from 
normal distributions centered on 8 and 6, respectively. Each panel (from 1 to 3) represents different biological replicates, while color 
dots within panel indicate measurement values obtained from technical replicates. Black dots represent mean of three sample values. 
Three possible scenarios in which researchers can take to summarize and run a statistical test such as t-test are shown in graphs (B-D). A 
researcher may want to show the results of the first biological replicate only (B), or may want to aggregate all the data points across three 
replicates (C) leading to the pseudo-replication. Lastly, he or she may want to average the dependent data points (technical replicates in 
this case) and use three of them to make comparison between control and treatment groups (D).
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single set of data among the three sets, and thus review-
ers and readers are oblivious of variability that exists in 
other biological replicates. Such is considered as selective 
reporting of data that should be avoided. The second sce-
nario is the one where the concept of pseudo-replication 
matters. Including all the data points without discerning 
biological from technical replicates is artificially inflating 
number of samples (in statistical term, degree of freedom). 
Such pseudo-replication can lead to spurious results, 
leading to an incorrectly significant test. Use of pseudo-
replication, therefore, call into question the validity of your 
experiment and analyses. I recommend the researchers 
to follow the third scenario in running statistical tests and 
reporting the results, although this is not perfect because 
when some of biological replicates have different number 
of technical replicates (unbalanced design of experiment), 
this would not be reflected in the mean values. Alternative-
ly, the researcher may want to use statistical models such 
random effects model, in which the dependency among 
data points is accounted for. This enables the researcher 
to make use of all the data for the analysis. I am not going 
to go into the technical details of random effects model 
here, as it goes beyond the scope of this paper. However, 
I have included the code in the Supplementary Material 1 
that runs a linear mixed model for the simulated data set, 
so that the results can be compared for those who wants to 
delve into the topic. 

P-value 

If you are comparing control and treatment groups, then 
you would probably use Student’s t-test to analyze the data. 
Null hypothesis of the t-test is that both groups have identi-
cal means. The t-test then calculate the probability of see-
ing the observed data, assuming the null hypothesis. This 
probability is the P-value. If P-values are below a certain 
threshold, then the null hypothesis is rejected and observed 
difference in mean values are declared ‘significant’, which 
is often denoted by an asterisk(s). This is the way that 
most of such so-called null hypothesis significance testing 
(NHST) are performed, regardless of types of statistical test 
employed. The P-value is certainly a useful method to sum-
marize the study results and provide a basis for dichoto-
mous decision. It should be noted that P-value, however, is 
not a measure of how right your hypothesis is, or how sig-
nificant the difference is. Rather it is a measure of how un-
likely the observed difference should be if there is no actual 
difference between the groups. So, P-value should not be 
considered as a measure of the size of the effect. There has 
been fierce debate about use of P-value and its influence 

on science (Goodman, 1999, 2001). Despite much debated 
problems of P-value, use of P-value is so widespread and 
prevalent that it is almost impossible to publish without it.

Here I are going to look into the situations in which use 
or misuse of P-value becomes problematic. One reason 
for problem with P-value is the arbitrary nature of its cut-
off value. For demonstration purpose, I have generated 
again random datasets containing values that are randomly 
drawn from normal distribution having mean values of 
3 and 5, respectively (Supplementary Material 1). When 
standard deviation is 0.5 (Fig. 3A), t-test gives us the P-
value of 0.026, which is below the commonly used cutoff 
value of 0.05, supporting that the mean values of control 
and treatment groups are from different populations (please 
note again that you would end up obtaining a slightly dif-
ferent P-value whenever you run the code). As I increase 
the standard deviation to 1 and 2 (Fig. 3B and C, respec-
tively), P-values from t-test increase up to 0.05. This 
clearly shows how use of arbitrary cutoff in determining 
statistical significance can be misleading. Decisions can 
be even more complicated when, for example, marginal 
P-values such as P = 0.048 and P = 0.052 were obtained. 
Is P-value of 0.048 significant, while P-value of 0.052 is 
not? 

The second reason is that P-values are subject to ex-
perimental design and nature of experiment. To illustrate 
this point, I ran additional simulations (Fig. 3D-G). Fig. 
3D shows that running t-test for two groups (control and 
treatment) of numbers randomly drawn from the identical 
normal distribution (mean = 3 and SD = 0.5) could result 
in declaration of significant difference (cutoff value of 0.05) 
between the two groups just by chance in approximately 
5% of cases, regardless of sample size. In contrast, running 
t-test for two groups of numbers randomly drawn from 
different normal distributions (one with mean = 3 and SD 
= 0.5, and the other with mean = 5 and SD = 0.5) shows 
that P-value are larger than 0.05 in considerable number 
of tests when sample size is 3 (left panel). Increasing the 
sample size in this case makes sure that all the test ends up 
detecting difference between the two group (right panel). 
However, when variability (standard deviation of normal 
distribution) within samples increases (SD = 1 and 1.5 for 
Fig. 3F and G, respectively), t-test fails to detect the differ-
ence between the two groups, although this is mitigated by 
a larger sample size (right panels of Fig. 3F and G). These 
results show that P-values should be interpreted with great 
care in the context of experimental design (e.g., sample 
size) and nature of experiment (e.g., large variability inher-
ent to the type of experiment). A statistically insignificant 
difference, therefore, does not mean there is no difference 
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at all.
Last but not least reason is that P-value are not measures 

of effect size, so similar P-values do not always mean 
similar effects. Suppose that I see two groups that are dif-
ferent and the associated P-value support this conclusion 
(t-test). How meaningful then the P-value as low as 1 × 
10-50 is in this case? It would be much easier to understand 

what this question really implies if I rephrase it as fol-
lows: is it more significant than 1 × 10-10, or conversely, 
is it less significant than 1 × 10-100? As mentioned above, 
P-value is not indication of effect size but just a measure 
of how unlikely your data is when assuming the null hy-
pothesis. This suggests that our propensity to look for a 
difference in significance should be replaced by a check 

Fig. 3. Simulation of data sets for demonstration of issues associated with P-value. Effect of experimental variations on P-values was 
simulated by comparing control and treatment groups consisting of randomly drawn numbers from normal distributions centered on 
either 3 for control or 5 for treatment group (A-C). Standard deviations of normal distribution for panels A, B, and C were set at 0.5, 1, 
and 2, respectively. Effect of sample size and variation in combination on P-values were simulated by sampling the numbers and getting 
the P-values from t-test repeatedly (10,000 times) (D-G). Simulation results were summarized by histograms drawn based on P-values. 
The left and right panels represent the cases when sample size is 3 and 6. (D) The numbers were taken from the identical normal 
distribution for both control and treatment groups. (E-G) The number were drawn from normal distributions having mean values of 3 
and 5 for control and treatment groups, respectively. Standard deviations of the normal distributions were set at 0.5, 1, and 2 for panels E, 
F, and G, respectively.
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for the significance of the difference. I recommend readers 
to take a look at some of the efforts toward this shift 
from dichotomy based on P-value to more quantitative 
and Bayesian reasoning by visiting https://www.
estimationstats.com/#/ (Ho et al., 2019) and https://www.
sumsar.net/best_online/ (Kruschke, 2013).

Concluding Remarks

Certainly, there is no single scientist who don’t agree to 
the importance of research reproducibility. However, I also 
know that there is so many barriers that I have to hurdle in 
order to achieve that. Here I tried to not only clarify some 
of the basic concepts but also provide cautions and rem-
edies for issues raised by the survey of published results in 
the Plant Pathology Journal. In particular, I strongly rec-
ommend the followings: avoiding pseudo-replications, hav-
ing as many biological replicates (not technical replicates) 
as possible, providing candid presentation of p-value and 
careful interpretation of it. I believe that being conscious 
about these issues and trying to avoid mistakes/errors are 
an important first step toward improving reproducibility 
and quality of the work published in the journal. Such ef-
forts should be made by both authors of the manuscript and 
reviewers who would evaluate it. To that end, I provide 
a list of the recommended readings in order to help those 
who are eager to learn more (Altman and Bland, 2005; 
Diaba-Nuhoho and Amponsah-Offeh, 2021; Huber, 2019; 
Kass et al., 2016; Lazic, 2019; Madden et al., 2015; Nuzzo, 
2014).
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