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Abstract 

 
Along with the popularity of GPS system and smart cell phone, trajectories of pedestrians or 
vehicles are recorded at any time. The great amount of works had been carried out in order to 
discover traffic paradigms or other regular patterns buried in the huge trajectory dataset. The 
core of the mining algorithm is how to evaluate the similarity, that is, the “distance”, between 
trajectories appropriately, then the mining results will be accordance to the reality. Euclidean 
distance is commonly used in the lots of existed algorithms to measure the similarity, however, 
the trend of trajectories is usually ignored during the measurement. In this paper, a novel 
segment transform distance (STD) algorithm is proposed, in which a rule system of line 
segment transformation is established. The similarity of two-line segments is quantified by the 
cost of line segment transformation. Further, an improvement of STD, named ST-DTW, is 
advanced with the use of the traditional method dynamic time warping algorithm (DTW), 
accelerating the speed of calculating STD. The experimental results show that the error rate of 
ST-DTW algorithm is 53.97%, which is lower than that of the LCSS algorithm. Besides, all 
the weights of factors could be adjusted dynamically, making the algorithm suitable for various 
kinds of applications. 
 
 
Keywords: Trajectory data, Trajectory distance, Segment transform, DTW, Similarity of 
trajectory. 



1096                                                             Wang et al.: Trajectory Distance Algorithm Based on Segment Transformation Distance 

1. Introduction 

In recent years, with the rapid development of technologies such as GPS and wireless 
communications, various mobile objects in the city can be effectively tracked. Large amounts 
of data describing the motion history of moving objects, known as trajectory, are currently 
generated and managed in scores of application domains, such as traffic condition prediction, 
public transportation system, video tracking, and video motion capture. Typical examples 
include traffic conditions and congestion levels prediction in cities by analyzing the 
trajectories of taxis [1], urban roads planning through analyzing sharing-bikes trajectories 
[2][3], urban hot spots and travel rules mining according to check-in data or bus smart card 
data [4], urban spatial structure and functional areas identification based on the traffic data in 
the area [5]. 

A large number of similar trajectories can help to discover the rules. The typical goal of 
data analysis is to cluster similar trajectories and mine patterns of movement in moving objects. 
Clustering analysis is the data objects are grouped, making the same group of objects have a 
high degree of similarity, the objects in different groups have a lower degree of similarity [6]. 
The criterion of the distance between trajectories is of great research significance. 

There are dozens of distance measures for trajectory data in the literature. For example, 
there are distance measures measuring the sequence-only distance between trajectories, such 
as Euclidean distance and dynamic time wrapping distance (DTW). But these two methods 
cannot reflect the trend of the trajectory and may lose useful information easily. To solve this 
problem, we propose the line segment transformation distance (STD) with the idea of editing 
distance. Meanwhile, Segment Transformation distance of Dynamic Time Warping (ST-
DTW), as an improvement of STD, is proposed with the use of DTW. The experimental results 
show that the proposed methods can find the similar sub-trajectory segments of the trajectory 
set effectively and accurately. 

2. Related Work 
Trajectory sequence data can be regarded as time sequence data. Many approaches of the 
trajectory similarity measurement are introduced from the similarity measurement to the time 
sequence data. Agrawal et al. proposed the Euclidean distance in 1993 and used it to measure 
the similarity of trajectories [7]. The Euclidean distance between trajectories requires that the 
trajectories have the same sampling frequency and duration, and the distance of each moment 
needs to be calculated, which is more sensitive to noise. In order to reduce the impact of noise, 
Lee et al. proposed Minimum Bounding Rectangle distances (MBR) and defined distance 
calculation rules for calculating the similarity between trajectories [8]. MBR can reduce the 
influence of noise to a certain extent, but the similar trajectories that are not at the 
corresponding moment will not be able to be calculated correctly. 

In the process of calculating the similarity of two time sequences of the same length, 
Euclidean distance corresponds the trajectories at the points in same time, and the distances at 
each time are summed to obtain the final distance. However, in practical applications, time 
sequences usually shift or stretch on the time axis, and different time sequences may have 
different lengths. Thus, the results of the Euclidean distance calculation may be deviated or 
not applicable. To solve the problem which the trajectories are not similar at the corresponding 
time but similar after the time scaling, such as longest common subsequence algorithm (LCSS) 
[9], edit distance on real sequence algorithm (EDR) [10] and DTW [11] were proposed and 
widely applied. 
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Time transformation corresponds to similar algorithms relax the limitation of the time 
dimension, it only need to ensure the chronological order of sampling points, and do not need 
to have the same sampling time and sampling frequency. The LCSS was originally a distance 
algorithm used to calculate the text similarity, Agrawal first used it to calculate the similarity 
of one-dimensional time sequence. The LCSS adopted a threshold to identify the matching 
point pairs, so it can calculate the similarity between trajectories. The EDR algorithm is based 
on the editing distance, the threshold is to determine the compatibility between two points, 
different from LCSS, the EDR is of higher tolerance for the noise in the sequence. The earliest 
DTW used to identify speech, the method can be scaled in the time dimension, to recognize 
the same pronunciation of different speed speech purposes. Chen et al. introduced the DTW 
algorithm into the trajectory calculation to solve the problems of different sampling rates or 
time deviations of the trajectories. 

For the above algorithm, the distance between two points is measured as the Euclidean 
distance or the Euclidean distance limited by the threshold. Two identical trajectories have 
different sampling frequencies, the trajectories distances according to the Euclidean distance 
of sampling points will have larger difference. A trajectory data is composed of a plurality of 
sequential sampling points, which can also be considered as composed of a plurality of 
directional segments. The mainstream algorithm uses the distance between each sampling 
point to measure the distance between trajectories. Trajectory data has the trend, but a single 
sampling point cannot reflect the trend of the trajectory. The directional segments can be a 
good reflection of the trend of the trajectory. 

Lee et al. proposed a sub-trajectory clustering algorithm in 2007, which partitions a 
trajectory into a set of line segments, and then, groups similar line segments together into a 
cluster [12]. At the same time, they proposed a computational method for calculating segment 
distance, to be referred as the segment distance (SD). In some cases, SD cannot accurately 
measure the similarity between segments with his calculation rules. For example, the SD 
between two segments of different length is zero, when they are in the same line and one of 
the endpoints coincides. Trajectory segment is a segment with direction. But the SD will not 
change when the angle between the two segments is greater than 90 degrees. Resulting in no 
distinct distinction between segments. 

To keep the trend of trajectory and have a better measure of the distance between 
trajectories, STD and ST-DTW are proposed. The STD is an algorithm to measure the distance 
between segments, while the Segment transformation is the process of reclosing one segment 
with another segment by rotation, scaling, horizontal shift and vertical shift, the STD 
represents the cost of segment transformation. 

3. Math Trajectory Distance Algorithm Based on ST-DTW 
The trajectory of mobile objects have time and space attributes. Usually, a trajectory consists 
of a series of points (coor, t), where coor is the coordinates of the recorded point in 
multidimensional space, t is the recorded time. 

3.1 Segment Transformation 
Definition 1 (trajectory sequence). In Euclidean space, a trajectory 𝑇𝑇  that has n recorded 
points can be expressed as 𝑇𝑇 = {𝑃𝑃1,𝑃𝑃2, … ,𝑃𝑃𝑛𝑛}.The 𝑃𝑃𝑖𝑖 in trajectory 𝑇𝑇 represents the recorded 
point at time 𝑡𝑡𝑖𝑖. 
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Definition 2 (trajectory segment). Trajectory segment is the directed segment 
consisted of two adjacent recorded points in trajectory 𝑇𝑇. The trajectory segment is expressed 
as 𝑆𝑆𝑖𝑖 = 𝑃𝑃𝑖𝑖𝑃𝑃𝑖𝑖+1, it represents the vector from 𝑃𝑃𝑖𝑖 to 𝑃𝑃𝑖𝑖+1. That is to say, the trajectory also can 
be expressed as T = {S0, S1, … Sn−1}. 

Definition 3 (segment transformation). The process of segment transformation 
consists of four steps, namely rotation, scaling, horizontal shift and vertical shift. Fig. 1 shows 
the four steps of segment transformation. The dotted segment R′ ′ is the position before 
conversion, the solid segment R is the position after conversion and S is the target segment. 

𝜃𝜃  
𝑠𝑠𝑗𝑗  𝑒𝑒𝑗𝑗  

𝑠𝑠𝑖𝑖  𝑠𝑠𝑗𝑗  

𝑒𝑒𝑗𝑗′  

𝑠𝑠𝑗𝑗  𝑒𝑒𝑗𝑗  

𝑠𝑠𝑖𝑖  𝑠𝑠𝑗𝑗  

𝑒𝑒𝑗𝑗′  𝑠𝑠𝑗𝑗
,  

𝑠𝑠𝑗𝑗  
𝑒𝑒𝑗𝑗  

𝑠𝑠𝑖𝑖  𝑒𝑒𝑖𝑖  

𝑒𝑒𝑗𝑗′  𝑠𝑠𝑗𝑗
,  

rotation scaling scaling

horizontal shift
（a） （b）

（c）

𝑠𝑠𝑗𝑗  𝑒𝑒𝑗𝑗  𝑠𝑠𝑖𝑖  𝑒𝑒𝑖𝑖  

𝑒𝑒𝑗𝑗′  𝑠𝑠𝑗𝑗
,  

vertical shift

（d）

𝑅𝑅′  

𝑅𝑅  

𝑆𝑆  

𝑅𝑅′  

𝑅𝑅  
𝑆𝑆  

𝑅𝑅′  

𝑅𝑅  
𝑆𝑆  

𝑅𝑅′  

𝑆𝑆  𝑅𝑅  

 
Fig. 1. Segment transformation 

 
Definition 4 (near point). Suppose there are two trajectory segments R and S, and R 

is shorter than S. The point closest to trajectory segment S on the segment R is near point. 
When two trajectory segments intersect, the intersection point is the near point. Others, the 
initial point of the R is construed as the near point when the angle between two vectors in the 
range from 0 to 180. In (1), the θ is the angle between trajectory segment S and R, and the 
point 𝑠𝑠𝑅𝑅 , 𝑒𝑒𝑅𝑅  is the initial point and terminal point of R, the point 𝑐𝑐𝑅𝑅𝑅𝑅  is the intersection of 
trajectories R and S, respectively. 

 

 near point = �
𝑐𝑐𝑅𝑅𝑅𝑅 𝑖𝑖𝑖𝑖 𝑅𝑅 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑡𝑡𝑡𝑡 𝑆𝑆
𝑠𝑠𝑅𝑅 𝑖𝑖𝑖𝑖 0° ≤  𝜃𝜃 ≤ 180°
𝑒𝑒𝑅𝑅 𝑖𝑖𝑖𝑖 180° < 𝜃𝜃 < 360°

   (1) 

 
Definition 5 (angle distance). The angle distance is the cost of the trajectory segment 

R′ rotating by θ to R along near point, where R and S have the same direction and the length 
of R shorter than S. The angle distance between R′ and S is defined as (2). The angle between 
vectors S and R′ is θ, and 𝐿𝐿𝑅𝑅 is the length of vector R′. Fig. 2 illustrates the angle distance 
through the geometry. 

 
𝑑𝑑𝑟𝑟 = (1 − 𝑐𝑐𝑐𝑐 𝑠𝑠(𝜃𝜃))𝐿𝐿𝑅𝑅     (2) 
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𝜃𝜃  𝑠𝑠𝑗𝑗  
𝑒𝑒𝑗𝑗  

𝑒𝑒𝑗𝑗′  
rotation

𝑑𝑑𝑟𝑟2 𝑅𝑅  

𝑅𝑅′  

（a）

𝑑𝑑𝑟𝑟1 

（d）

Fig. 2. Angle distance 
 

Definition 6 (scaling distance). The scaling distance is the absolute value that one 
segment minus another, it defined as (3). 

 
𝑑𝑑𝑠𝑠 = |𝑑𝑑𝑅𝑅 − 𝑑𝑑𝑆𝑆|      (3) 

 
Definition 7 (horizontal shift distance). Suppose the trajectory segment R has the 

same direction and magnitude as S after rotation and scaling. The horizontal shift distance is 
the distance what trajectory R moves in its direction and forms a rectangle with S. Fig. 3 shows 
the horizontal shift distance in geometric space, the vector 𝑅𝑅′ is the position before being 
moved and the R is the position after being moved, 𝑑𝑑ℎ𝑠𝑠.is the horizontal shift distance. 

𝑠𝑠𝑗𝑗  𝑒𝑒𝑗𝑗  

𝑠𝑠𝑖𝑖  𝑒𝑒𝑖𝑖  

𝑒𝑒𝑗𝑗′  𝑠𝑠𝑗𝑗
,  

𝑅𝑅′  

𝑅𝑅  
𝑆𝑆  

𝑑𝑑ℎ𝑠𝑠 

𝑑𝑑ℎ𝑠𝑠 

 
Fig. 3. Horizontal shift distance 

 
Definition 8 (vertical shift distance). Suppose there are two trajectory segments R and 

S, and R is shorter than S. The vertical shift distance between R and S is the distance from 
near point to trajectory segment S. There are vertical shift distance with many conditions in 
Fig. 4, the value of 𝑑𝑑𝑣𝑣𝑣𝑣 is the vertical shift distance. 

 

𝑠𝑠𝑗𝑗  𝑒𝑒𝑗𝑗  

𝑠𝑠𝑖𝑖  𝑒𝑒𝑖𝑖  

（a）

𝑅𝑅  

𝑆𝑆  
𝑑𝑑𝑣𝑣𝑣𝑣 

𝑠𝑠𝑗𝑗  

𝑒𝑒𝑗𝑗  

𝑠𝑠𝑖𝑖  𝑒𝑒𝑖𝑖  

𝑅𝑅  

𝑆𝑆  

𝑠𝑠𝑗𝑗  

𝑒𝑒𝑗𝑗  

𝑠𝑠𝑖𝑖  𝑒𝑒𝑖𝑖  

𝑅𝑅  

𝑆𝑆  

（b）

（c）

𝑠𝑠𝑗𝑗  

𝑒𝑒𝑗𝑗  

𝑠𝑠𝑖𝑖  𝑒𝑒𝑖𝑖  

𝑅𝑅  

𝑆𝑆  
（d）

𝑑𝑑𝑣𝑣𝑣𝑣 

𝑑𝑑𝑣𝑣𝑣𝑣 

𝑑𝑑𝑣𝑣𝑣𝑣 

 
Fig. 4. Vertical shift distance 
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3.2 Segment Transformation Distance 
In this paper, when calculating STD, the short trajectory segment rotates, stretches horizontal 
shift and vertical shift in turn, and the long trajectory segment remains unchanged. The 
transform step is from Fig. 1(a) to Fig. 1(d), in the process the angle distance, scaling distance, 
horizontal shift distance and vertical shift distance can be calculated, and the STD is the 
weighted sum of four distances. 

𝜃𝜃  
𝑠𝑠𝑅𝑅  

𝑒𝑒𝑅𝑅  

𝑠𝑠𝑆𝑆  𝑒𝑒𝑆𝑆  

𝑜𝑜𝑅𝑅  

𝑅𝑅  

𝑆𝑆  

𝑑𝑑𝑟𝑟  

𝑑𝑑𝑠𝑠
2
 𝑑𝑑𝑠𝑠

2
 

𝑑𝑑ℎ𝑠𝑠 

𝑑𝑑𝑣𝑣𝑣𝑣 
𝑒𝑒𝑅𝑅′  𝑠𝑠𝑅𝑅′  

𝑜𝑜𝑆𝑆  
 

 
Fig. 5. Segment Transformation Distance 

 
In Fig. 5, vector from 𝑠𝑠𝑅𝑅 to 𝑜𝑜𝑅𝑅 is parallel to S, the angle between R and S is 𝜃𝜃, the length 

of vector 𝒔𝒔𝑹𝑹′ 𝒆𝒆𝑹𝑹′  is equal to length of 𝑺𝑺, the length of vector 𝒔𝒔𝑹𝑹𝒆𝒆𝑹𝑹 is equal to length of 𝑹𝑹, the 
points 𝑜𝑜𝑅𝑅 and 𝑜𝑜𝑆𝑆 are pedals on the line of 𝑠𝑠𝑅𝑅𝑜𝑜𝑅𝑅 and the line of S. (4) shows how to calculate 
the STD, and the wr,𝑤𝑤𝑠𝑠,𝑤𝑤ℎ𝑠𝑠,𝑤𝑤𝑣𝑣𝑣𝑣 are the weights. 

 
𝑑𝑑𝑠𝑠𝑠𝑠 = 𝑤𝑤𝑟𝑟𝑑𝑑𝑟𝑟 +𝑤𝑤𝑠𝑠𝑑𝑑𝑠𝑠 + 𝑤𝑤ℎ𝑠𝑠𝑑𝑑ℎ𝑠𝑠 + 𝑤𝑤𝑣𝑣𝑣𝑣𝑑𝑑𝑣𝑣𝑣𝑣    (4) 

 
As described in Algorithm 1, the function named vector () is used to turn two points to a 

vector, abs(𝑥𝑥) is used to get the absolute value of real number x, calCrossoverPoint() is used 
to calculate the intersection point of two segments, and pointSegDist() is used to calculate the 
distance from point to the line which the segment on. It first makes the length of the variable 
R less than S, and calculates their vector and unit vector. Then it calculates the angle distance 
and scaling distance according to (2) and (3). Calculating the distances what the initial point 
of R to S and terminal point of R to S, then comparing them to find the near point and obtain 
the vertical shift distance. After being scaled, the coordinates of point can be obtained 
according to the near point and the unit vector of S, and the horizontal shift distance will be 
calculated by cosine formula. Finally, according to the preset weights, the STD is obtained. 

 
Algorithm 1 STD 
Input: Two trajectory segments 𝑅𝑅 = {𝑠𝑠𝑅𝑅 ,𝑒𝑒𝑅𝑅} and 𝑆𝑆 = {𝑠𝑠𝑆𝑆,𝑒𝑒𝑆𝑆} 
Output: the STD between R and S 
1 𝒗𝒗𝑹𝑹= vector(𝑅𝑅),𝒗𝒗𝑺𝑺 = vector(𝑆𝑆)    //Turn segments to vectors  
2 if |𝒗𝒗𝑹𝑹| > |𝒗𝒗𝑺𝑺|    //Ensure R is a short segment 
3 then swap(𝒗𝒗𝑹𝑹,𝒗𝒗𝑺𝑺) 
4     swap(R,S) 
5 𝒗𝒗𝑺𝑺𝑺𝑺 = 𝒗𝒗𝑺𝑺/|𝒗𝒗𝑺𝑺|    //Calculate the unit vector of long segment S 
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6 dr = |𝒗𝒗𝑹𝑹|− 𝒗𝒗𝑹𝑹 ∙ 𝒗𝒗𝑺𝑺/|𝒗𝒗𝑺𝑺| 
7 ds = |𝒗𝒗𝑺𝑺|− |𝒗𝒗𝑹𝑹| 
 var dvs, dhs 
 if R intersects to S 
     then dvs=0 
     crs = calCrossoverPoint(R,S)    //Calculate the intersection point 
     lce = |vector(crs, eR)| 
     eR′ = crs + lce + 𝒗𝒗𝑺𝑺𝑺𝑺 ∗ 𝑑𝑑𝑠𝑠/2 
     dhs = |vector(eR′ , eS)| 
 else 

8     ls = pointSegDist(sR,𝑆𝑆), le = pointSegDist(eR,𝑆𝑆) 
9     dvs = ls, 
11     if ls > le 
12     then dvs = le    //eR is the near point 
13         eR′ = eR + 𝒗𝒗𝑺𝑺𝑺𝑺 ∗ 𝑑𝑑𝑠𝑠/2 
14         𝒗𝒗𝒆𝒆 = vector(eR′ , eS) 
15         dhs = abs(𝒗𝒗𝒆𝒆 ∙ 𝒗𝒗𝑺𝑺𝑺𝑺) 
16     else sR′ = sR − 𝒗𝒗𝑺𝑺𝑺𝑺 ∗ 𝑑𝑑𝑠𝑠/2    //sR is the near point 
17         𝒗𝒗𝒔𝒔 = vector(sR′ , sS) 
18         dhs = abs(𝒗𝒗𝒔𝒔 ∙ 𝒗𝒗𝑺𝑺𝑺𝑺) 
19 return 𝑤𝑤𝑟𝑟𝑑𝑑𝑟𝑟 + 𝑤𝑤𝑠𝑠𝑑𝑑𝑠𝑠 +𝑤𝑤ℎ𝑠𝑠𝑑𝑑ℎ𝑠𝑠 + 𝑤𝑤𝑣𝑣𝑣𝑣𝑑𝑑𝑣𝑣𝑣𝑣 

3.3 Segment Transformation Distance of Dynamic Time Warping 
The DTW algorithm is a method to represent the similarity between two sequences by 
calculating the optimal mapping between them through dynamic programming. The same time 
points of two sequences do not necessarily correspond to each other in DTW, but need to find 
a better correspondence through dynamic programming, so that the points in the approximate 
states of the two sequences correspond to each other. 

Suppose there are two single-dimensional time series, x(i), i = 1,2,⋯ , m and y(j), j =
1,2,⋯ , n, in order to calculate the DTW distances of these two sequences, a distance matrix 
D of m × n  is first computed, where the (ith, jth) element is denoted as  dlocal(i, j) =
(x(i) − y(j))2 . dlocal denotes the local distance, which is the distance between a pair of time 
points in the two time sequences. In the Euclidean distance, the local distance refers to the 
distance between two correspondences an each same time point. In DTW, the local distance is 
no longer the distance between two identical time points, but can be the distance between any 
two time points. 

W is defined as a regularization path to represent an alignment or mapping of sequences 
x and y. 

 

W = (
wx(k)
wy(k)), k = 1,2,⋯ , p,     (5) 

 
In formula (5), wx(k), wy(k) denote the subscripts of the elements in sequence x and 

sequence y , respectively. p denotes the length of the planning path W  that satisfies p ∈

[max(m, n), m + n − 1]. (
wx(k)
wy(k)) denotes the mapping of the wx(k) element in sequence x 

to the wy(k) element in sequence y. 
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The segment transformation distance is used to calculate the distance between trajectory 
segments, and a trajectory has multiple trajectory segments. Therefore, the ST-DTW combined 
with the DTW algorithm is proposed in this paper. Different from the DTW algorithm, the ST-
DTW uses the first two recorded points of trajectory to calculate the STD. The ST-DTW 
algorithm is calculated as follows: 

 

 𝑓𝑓(R, S) =

⎩
⎪
⎨

⎪
⎧

0                                                             𝑖𝑖𝑖𝑖 𝑚𝑚 = 𝑛𝑛 = 1               
∞                                                        𝑖𝑖𝑖𝑖 𝑚𝑚 = 1 𝑜𝑜𝑜𝑜 𝑛𝑛 = 1            

𝑑𝑑𝑑𝑑𝑑𝑑𝑡𝑡𝑠𝑠𝑠𝑠�𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻(𝑅𝑅),𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻(𝑆𝑆)� + 𝑚𝑚𝑚𝑚𝑚𝑚 �
𝑓𝑓�𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅(𝑅𝑅),𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡(𝑆𝑆)�
𝑓𝑓(𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅(𝑅𝑅),𝑆𝑆)
𝑓𝑓�𝑅𝑅,𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅(𝑆𝑆)�

𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
(6) 

 
In Formula (6), m and n are the number of recorded points of trajectory R and S, 𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻(𝑅𝑅) 

is to get the first trajectory segment of R, and 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅(𝑅𝑅) is a new trajectory which is the 
trajectory R without the first recorded point. That is to say, 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑠𝑠𝑠𝑠(𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻(𝑅𝑅),𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻(𝑆𝑆)) 
represents the STD between the first trajectory segments of trajectory R and S. 𝑓𝑓(𝑅𝑅, 𝑆𝑆) is the 
recursive function to calculate the trajectory distance based on STD between trajectory R and 
S. The algorithm of ST-DWT is described as Algorithm (2). 

 
Algorithm 2 ST-DTW 
Input：Two trajectories 𝑅𝑅 = {𝑝𝑝𝑟𝑟0,𝑝𝑝𝑟𝑟1, … ,𝑝𝑝𝑟𝑟𝑟𝑟−1},𝑆𝑆 = {𝑝𝑝𝑠𝑠0,𝑝𝑝𝑠𝑠1, … , 𝑝𝑝𝑠𝑠𝑠𝑠−1} 
Output：the ST-DTW between R and S 
1 var distST[n-1][m-1] 
2 for i = 0 to n-2    // Calculate the STD between each two trajectory segments 
3   for j = 0 to m-2 
4     DistST[i][j] = STD({pri, pri+1}, {psj, psj+1}) 
5   end 
6 end 
7 var matrix[n][m]  
8 for i = 0 to n-1 
9   matrix[i][m-1] = INF 
10 end 
11 for j = 0 to m-1 
12   matrix[n-1][j] = INF 
13 end 
14 matrix[n-1][m-1] = 0 
15 for i = n-2 to 0    // Calculate the ST-DTW uses dynamic programming 
16   for j=m-2 to 0 
17     matrix[i][j] = distST[i][j] + min(matrix[i+1][j],matrix[i+1][j+1],matrix[i][j+1]) 
18 return matrix[0][0] 

 
As described in Algorithm (2), using dynamic programming instead of recursive to 

compute the ST-DTW. The 𝑆𝑆𝑆𝑆𝑆𝑆(𝑎𝑎, 𝑏𝑏) is used to calculate the segment transformation distance 
between trajectory segment a and b, and the INF is expressed as infinity. 
In general, the similarity value is between 0 and 1, and the distance value ranges from 0 to 
positive infinity. As the distance increases, the similarity gradually decreases. In this paper, 
the conversion function converts the distance to similarity with the Laplacian Kernel function. 
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The Laplacian kernel function reduces dependence on parameters compared to Gaussian 
kernel function. The conversion function is shown as (7): 
 

𝑠𝑠𝑠𝑠𝑠𝑠(𝑅𝑅, 𝑆𝑆) = 𝑒𝑒−
𝐷𝐷(𝑅𝑅,𝑆𝑆)
𝜎𝜎  ∈ (0,1]     (7) 

 
Where D represents the trajectory distance calculated by ST-DTW of R and S, 𝑒𝑒 is the 

mathematical constant and 𝜎𝜎 is the sensitivity parameter. Whit the same D, the similarity is 
higher when σ is larger, and the similarity is lower when σ is smaller. In Fig. 6, when D=1, 
the similarity changes with 𝜎𝜎. When the ratio of distance D to σ is less than 0.2, the growth 
speed of similarity appears to be fast before it gets slow with the increasing of σ. 

 
Fig. 6. The sensitivity analysis for similarity 

 
In this paper, the ST-DTW algorithm is composed of DTW and STD, without changing 

the core concept of the DTW. Moreover, the STD is not only a distance between trajectory 
segments, but also can replace the computation method of LCSS, EDR, and other algorithms 
to propose new approaches to the similarity measurement. 

4. Experiment Analysis 
The experiments in this paper use the CVRR Trajectory Analysis Dataset from The Regents 
of the University of California [13] and the traffic dataset of Hefei collected through GPS 
equipment [14]. 

4.1 Dataset 
The traffic dataset of Hefei contains more than 100,000 GPS trajectory data collected by 
volunteers' mobile phones, mainly distributed in the urban area of Hefei. Fig. 7 shows the 
trajectories of the dataset. The DTW, SDTW, and ST-DTW algorithms are compared below 
through this dataset. Since the dataset does not give the corresponding label of the trajectory, 
the effect of the clustering in this algorithm is evaluated by the visual analysis. The DTW 
algorithm is the Dynamic Time Warping algorithm based on Euclidean distance. The SDTW 
is the algorithm changed the computation method of the DTW, it uses the Segment Distance 
proposed by Lee et al. in 2007. The difference between SDTW and ST-DTW is only in the 
computation method. Both of them use the trajectory segment for calculation. This experiment 
will verify the effect of segment-based calculations and point-based calculations, and the effect 



1104                                                             Wang et al.: Trajectory Distance Algorithm Based on Segment Transformation Distance 

of line segment distance proposed by Lee et al. and STD in the same scenario. 
The CVRR dataset is a dataset used to evaluate trajectory clusters. All trajectories in the 

dataset have their own tags, so these data can be calculated according to the algorithm o get 
the similarity and then being clustered. The clusters will be compared with the correct class to 
verify the effectiveness of the algorithm. This experiment uses the CROSS dataset to verify 
the clustering effects of LCSS[9], EDR[10], DTW[11], SDTW[12], and ST-DTW. The 
CROSS dataset is shown in Fig. 8. The CROSS dataset simulated four way traffic intersection 
with various through and turn patterns present. The label of data divides the CROSS dataset 
into 19 clusters. 

 

 
Fig. 7. Traffic dataset of Hefei 

 

 
Fig. 8. CROSS dataset 

 

4.2 Similar Trajectory Analysis 
In this experiment, one trajectory data was selected, and the distances between the other 
trajectories were calculated using the DTW, SDTW, and ST-DTW, respectively, then select 
the nearest K trajectories for display. The top 25 trajectories selected by the three algorithms 
are shown in Fig. 9. Fig. 9(a), Fig. 9(b), and Fig. 9(c) use the DTW, SDTW, and ST-DTW 
algorithms to find the most similar 25 trajectories, respectively. The black curve in Fig. 9 is 
the original trajectory, and the colored curves are the similar trajectories. 
The similar trajectories in Fig. 9(c) are basically on the same main road, the Fig. 9(a) and Fig. 
9(b) contain multiple trajectories that differ greatly from the original trajectory. It can be 
intuitively shown that the ST-DTW algorithm is superior to the other two algorithms through 
the schematic diagram. 
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Fig. 9. Top 25 similar trajectories 

4.3 Search Road Network 
The ST-DTW algorithm consists of four distances, and it can be adapted to different 
application scenarios by setting different weights. This paper searches urban road networks by 
adjusting the ST-DTW weights on the Hefei traffic dataset. The ST-DTW consists of four 
distances: angle distance, scaling distance, horizontal shift distance and vertical shift distance. 
Assuming that the two trajectories are on the same road, their directions are usually in same 
direction or have a slight offset, and the vertical shift distance will be small. The weight of the 
angle distance and the vertical shift distance is increased, and the weight of the scaling distance 
and the horizontal shift distance are reduced. In this way, the distance between trajectories on 
the same road will be small. Then using the DBSCAN algorithm to cluster the trajectories, the 
trajectories on the same road can be clustered into the same cluster[15][16]. The clustering 
results are shown in Fig. 10. Different colors represent different clusters. Through visual 
analysis, it can be found that the ST-DTW algorithm with adjusting the weights can easily find 
the trajectories on the same road. 
 

 
Fig. 10. Search road network 

4.4 Clustering Effect Evaluation 
In this experiment, the CVRR's CROSS dataset is used. The trajectories in this dataset already 
have their labels. By comparing the experimental clustering results, the effect of the algorithm 
can be more accurately judged. The error rate is used as an indicator to reflect the effectiveness 
of the algorithm. The error rate indicates the ratio of the number of trajectories which was not 
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clustered correctly to the total number of trajectories. The algorithm is better while the error 
rate is lower. The error rate is presented as follows: 
 

𝐸𝐸𝐸𝐸 =  1
𝑁𝑁
∑ 𝑓𝑓(𝑖𝑖)𝑁𝑁
𝑖𝑖=1 ,𝑓𝑓(𝑖𝑖) = �01

    𝑝𝑝𝑖𝑖 = 𝑝𝑝𝑖𝑖′

   𝑝𝑝𝑖𝑖 ≠ 𝑝𝑝𝑖𝑖′
     (8) 

 
In formula (8), N denotes the total number of trajectories, 𝑝𝑝𝑖𝑖 denotes the cluster belonging 

to the ith trajectory in the dataset, 𝑝𝑝𝑖𝑖′ denotes the cluster calculated by algorithm, 𝑓𝑓(𝑖𝑖) is the 
function whether the ith trajectory is clustered correctly, 0 if correct, and 1 if clustering error. 

This experiment uses CLUTO as a clustering tool to evaluate the effects of LCSS, EDR, 
DTW, SDTW, and ST-DTW. Resampling the dataset to make the recorded points of the 
dataset as uniform as possible, then calculating the similarity trajectory matrix of each 
trajectory through five algorithms, and finally cluster by CLUTO. According to (8), the error 
rate of each algorithm is obtained. There are 19 clusters of CROSS datasets, and the number 
of trajectories in each cluster is roughly the same. The data is shown in the Table 1. 

 
Table 1. The categories and trajectories of CROSS dataset 

Category code Trajectory number Category code Trajectory number 
1 103 11 100 
2 100 12 100 
3 100 13 100 
4 100 14 100 
5 100 15 97 
6 100 16 100 
7 100 17 100 
8 100 18 100 
9 100 19 100 
10 100   

 
LCSS and EDR algorithms need to specify the distance threshold ε, and SDTW and ST-

DTW algorithms need to give the weights of sub-distance. In this experiment, the distance 
threshold ε is between 10−6 and 10−5 , the weights of sub-distance are between 1 and 100. 
The five algorithms all need σ, in this experiment, the σ value ranges from 50 to 300 
considering the trajectory distance calculated by the four algorithms. The RB and RBR 
algorithms are used to cluster the trajectories, and multiple experiments are performed to take 
the result with the smallest error rate as the final result. Fig. 11shows the error rate of CROSS 
dataset clustered by five algorithms. The error rates of the LCSS, EDR, DTW, SDTW, and 
ST-DTW algorithms in Fig. 11 are successively decreased, and the DTW, SDTW, and ST-
DTW algorithms based on time warping are superior to the other two algorithms. The segment-
based algorithms SDTW and ST-DTW are superior to the other point-based algorithms, and 
the ST-DTW algorithm is superior to the SDTW algorithm. In summary, the ST-DTW 
algorithm has a better clustering effect in the case of uniform sampling. The specific reason is 
that the ST-DTW algorithm splits the overall distance into four different dimensions, which 
represent the direction, length, horizontal spacing, and vertical spacing. By adjusting different 
weight values, different types of trajectories can be distinguished more accurately. 
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Fig. 11. Error rate of clustering results 

5. Conclusions 
Trajectory similarity calculation is an important part of trajectory clustering, and trajectory 
clustering is an inevitable prerequisite for data mining of trajectories, so the study of trajectory 
similarity is of great significance. The segment transformation distance proposed in this paper 
can be adapted to different application scenarios by adjusting the weight ratio. The angle 
distance can be used to distinguish the trajectories in different directions. Scaling distance can 
be used to distinguish different trajectories of different lengths. The horizontal shift distance 
can distinguish the trajectory with a large difference between the starting points (end points) 
of the two trajectory segments and the vertical shift distance can better calculate the trajectories 
running side by side on the same main road. Using different weights respectively for different 
characteristics of the trajectory can make the algorithm a better adaptability and accuracy.  

In the future, the trajectory similarity calculation methods proposed in this paper can be 
improved in the following two ways: 

(1)Find the optimal parameters. Reasonable parameters can guarantee the experimental 
results while achieving less time. However, the setting of parameters does not have a clear 
guiding ideology in this paper. Based on the reference of geometric sense, it is recommended 
to increase the weight of the angle distance appropriately. Therefore, how to reasonably select 
parameter values according to the characteristics of the data set itself is the next step to be 
taken. For example, heuristic algorithms such as genetic algorithms can be used for further 
testing in the future. 

(2)Reduce the error caused by sampling points. Segment-based trajectory clustering has 
a distinct disadvantage which is when the sampling points differ greatly, the calculation result 
will have a large deviation. For example, a same trajectory, one with two recorded points, and 
the other with five recorded points, the trajectory distance between them will have a large error. 
For this case, the method of interpolating and adding sampling to the trajectory with less 
recorded points can be solved. 
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