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Summary 
Machine Learning is the most popular method used in data 
science. Growth of data is not only numeric data but also text 
data. Most of the algorithm of supervised and unsupervised 
machine learning algorithms use numeric data. Now it is 
required to convert text data into numeric. There are many 
techniques for this conversion. Researcher confuses which 
technique is best in what situation. Here in proposed work BOW 
(Bag-of-Words) and TF-IDF (Term-Frequency-Inverse-
Document-Frequency) has been studied based on different 
features to determine best method. After experimental results on 
text data, TF-IDF and BOW both provide better performance at 
range from 100 to 150 number of features.  
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1. Introduction 

Rapid growth of data in shape of comments, reviews 
or opinion become the most interesting field of interest for 
data science. Most of the data is written in natural 
language i.e. in text form. This data can change the mind 
of 80% people in any context by reading this text [1]. So, 
analysis is very hot issue related to this text. Most of the 
work has been done in this regard such as feeling of a 
person opinion about aspect [2][3][4]. Machine-learning 
and scored-based are two approaches for classification of 
text [5][6]. Algorithms based on supervised or 
unsupervised methods of machine learning uses training 
data while different attributes of an entity is used for other 
methods of learning [7]. Opinions can also be determined 
as positive or negative by using the predefined scores of 
the words [8][9]. Researchers has also done work by using 
combined approaches with SentiWordNet and lexical 
resources find out score of slang [10]. Extracting 
Sentiment Orientation of an opinion Lexicon based 
approach has been used for scoring[8][11][12]. To find the 
polarity of sentence, a predefined list of positive and 
negative words can also be considered [13][14]. Training 
matrix is used for sentiment analysis in based on random 
forest method i.e. sentiment analysis can be done by 

different methods [15][16][17][18], each method has 
improved accuracy with respect to previous one. Every 
day, huge amount of information is generating with heavy 
speed. This information is mostly unstructured and require 
lot of preprocessing. As whole finding of polarity of all 
unstructured data is very laborious, so this data is 
organized in different form of categories, this is extraction 
of aspect [12]. Now sentiment analysis based on particular 
aspects requires less efforts as compare to sentiment 
analysis of an object with respect to all aspects [19][20]. 

 
All above discussed work of literature has used text 

data. In these works, major laborious task was to convert 
text data into suitable numeric values. Here, two methods 
have been studied to convert text data into numeric vectors. 
After experiments on different feature sizes on publicly 
available dataset of positive/negative reviews, it is found 
that TF-IDF & BOW achieved 76% accuracy on 100 
feature sizes. 
 

2. Proposed Methodology 

Complete proposed model is depicted in Fig-1. 
Figure is showing conversion of dataset into a form which 
is compatible for our models. First of all, Dependent and 
independent features will be extracted from text dataset. 
Label encoding will be done on preprocessed independent 
variable. In label encoding in Python, we replace the 
categorical value with a numeric value between 0 and the 
number of classes minus 1. If the categorical variable 
value contains 5 distinct classes, we use (0, 1, 2, 3, and 4). 
Dependent variable containing text will be converted 
through TF-IDF and BOW. Numerical Statistic method 
TF-IDF find important words based on frequency to 
construct a vector. In BOW, a text (such as a sentence or a 
document) is represented as the bag (multiset) of its words, 
disregarding grammar and even word order but 
keeping multiplicity [21]. Vector can be created based on 
feature size. Feature size is needed when need to create a 
set (Vocabulary) that includes all the unique terms that you 
can find in all the sentences of your available dataset. 
Although text has limited maximum size, so feature 
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should be not very large nor very small. Finally based on 
confusion matrix result, size of feature can be selected. 

 

 

 

Fig-1: Proposed Work for Feature Size 

3- Results 

A dataset for sentiment analysis is downloaded from 
[22]. It has two column reviews and class containing 942 

records. Sentences column contains the text of user 
opinion and class column has predefined class i.e. positive 
and negative.  A sample consists of 10-reviews listing of 
the said datasets is presented in Table-1. 

 
 

Table-1: Sample of Dataset 
S.No Sentences (Independent Variable) Class (Dependent Variable) 
S1 “took an hour to get our food only 4 tables in restaurant my food was look too 

worst” Negative 
S2 “the worst was the salmon sashimi” Negative 
S3 “also there are combos like a burger” Positive 
S4 “this was like the final blow”  Positive 
S5 “i found this place by accident and i could not be happier”  Negative 
S6 “seems like a good quick place to grab a bite of some familiar pub food” Positive 
S7 “overall  i like this place a lot” Positive 
S8 “the only redeeming quality of the restaurant was that it was very inexpensive” Positive 
S9 “ample portions and good prices”  Positive 
S10 “poor service” Negative 

Whole dataset has been applied on proposed model shown 
in Fig-1 using python. Here, processing of 10-text 
sentences will be shown to check the accuracy proposed 
model with different feature sizes. From dataset, sentences 
are independent variables and class is dependent variable. 

As sentences are in text format so, it has converted into a 
numeric value using BOW and TF-IDF. Result of numeric 
values from text dataset is shown in Table-2. This is the 
description of numeric values of 10-sentences based on 
feature size 5 (very very small). 
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Table-2: Numeric Values of Sample Dataset 

S.No Numeric Values from BOW Numeric Values from TF-IDF 
S1 [0 0 0 0 0] [0. 0. 0. 0. 0.] 
S2 [0 1 0 0 0] [0. 1. 0. 0. 0.] 
S3 [1 1 1 0 1] [0.47000809 0.59050945 0.40565166 0.         0.51559453] 
S4 [1 0 1 0 0] [0.75703364 0.         0.6533759  0.         0.        ] 
S5 [1 0 3 0 1] [0.33506044 0.         0.86754566 0.         0.36755821] 
S6 [1 0 0 0 0] [1. 0. 0. 0. 0.] 
S7 [0 1 0 0 0] [0. 1. 0. 0. 0.] 
S8 [2 1 1 0 0] [0.79534396 0.4996277  0.34322026 0.         0.        ] 
S9 [0 0 1 0 0] [0. 0. 1. 0. 0.] 

S10 [0 0 0 0 0] [0. 0. 0. 0. 0.] 
 

Dependent variables contain ‘positive’ and ’negative’ 
labels, so it has been converted into simple encoded vector 
by using ‘Label Encoding’. Result of first 10-records is 
shown in Table-5. Here 1 means positive and 0 means 
negative. 
 

Table-3: Label Encoding on Dependent Variable 
[0, 0, 1, 1, 0, 1, 1, 1, 1, 0] 

This dataset has been split with 50% training and 50% 
testing data. Based on this feature size BOW achieved 
61% and TF-IDF achieved 60% accuracy. Achieved 
accuracies based on different attempts is given below in 
Table-4.  

Table-4: Accuracies Based on Different Feature Sizes 
Feature Size Accuracy (BOW) Accuracy (TF-IDF) 

5 61% 60% 
10 64% 64% 
20 65% 66% 

100 78% 78% 
200 74% 72% 
300 69% 67% 

From Table-4, it is observed that at feature size 100, 
accuracy of test data is 78%. Now, classification through 
BOW and TD-IDF based on feature size 100 is given 
below. 

Table-5: Predicted Values of Sample Data 

Sentence 
Predicted Class of Sample Data 

(Bow) 
Predicted Class of Sample Data 

(TF-IDF) 
Actual Class of Sample 

Data 
S1 0.45397688 0.4385167 0 
S2 0.57271367 0.5483891 0 
S3 0.06508475 0.2862084 1 
S4 0.93353033 0.8592434 1 
S5 0.64087673 0.6882219 0 
S6 0.72411488 0.6636587 1 
S7 0.76752427 0.9812035 1 
S8 0.32345774 0.232341 1 
S9 0.74057148 0.8735293 1 

S10 0.32345774 0.232341 0 

 
From Table-5, values is depicting that BOW and TF-IDF 
produces almost same predicted values where greater or 
equal to 0.5 values denotes 1 and less than 0.5 denotes 0. 

Mostly are the right prediction. Rest of confusion matrix 
based on different feature size using BOW and TF-IDF are 
shown in Table-6 and Table-7. 

 
Table-6: Confusion Matrix Measures using BOW Method. 

Parameters Size-5 Size-10 Size-20 Size-100 Size-200 Size-300 
precision   64 64 66 76 75 69 

recall 62 64 66 76 75 69 
f1-score 59 64 66 76 75 69 

 

Table-7: Confusion Matrix Measures using TF-IDF Method. 

Parameters Size-5 Size-10 Size-20 Size-100 Size-200 Size-300 
precision   62 65 66 77 73 67 

recall 61 65 66 77 73 67 
f1-score 59 65 66 77 73 67 
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4. Conclusion 

Now a day there is lot of information available on 
internet, no one can read all huge amount of data. 
Everyone required a mechanism through which particular 
or document or sentences can be analyzed in short time. 
Machine learning algorithms are most important for such 
analysis. For these algorithms either supervised or 
unsupervised, input dataset should be in form of numeric 
values. Although BOW and TF-IDF provides a better 
platform for numeric conversion. But most of the time 
consumes on feature extraction with respect to size. 

Proposed works made different attempts on different sizes 
and found size of feature in range 100 to 150 is better for 
high accuracies. Based on this size 100, both methods 
achieved 78% accuracies. Rest of confusion matrix based 
on different attempts is given below in Fig-2.  
 

 

 

  
Fig-2: Comparison of Different Feature Sizes 

By comparison of other measures of confusion matrix, it 
is concluded that feature size 100 is best by using BOW 
and TF-IDF. This accuracy 78% can also be increased by 
using preprocessing and feature extraction concepts. As 
purpose of proposed work is to determine the number of 
features, so rest of the concepts to increase the accuracy 
has been excluded. 
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