
KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 16, NO. 3, Mar. 2022                                     894 
Copyright ⓒ 2022 KSII 

 
This work is supported by the National Natural Science Foundation of China Project Nos. 61771386, 52075435 
and Natural Science Foundation of Shaanxi Province No.2021JM-340. 
 
http://doi.org/10.3837/tiis.2022.03.008                                                                                                                ISSN : 1976-7277 

Image Retrieval Based on the Weighted 
and Regional Integration of CNN Features 
 

Kaiyang Liao1, Bing Fan1*, Yuanlin Zheng1, Guangfeng Lin1, Congjun Cao1,2 
1 Xi'an University of Technology, School of Printing, Packaging and Digital Media,  

Xi’an, China 
[e-mail: 1120974840@qq.com] 

2 Printing and Packaging Engineering Technology Research Centre of Shaanxi Province 
Xi’an, China  

[e-mail: caocongjun@xaut.edu.cn] 
*Corresponding author: Bing Fan 

 
Received July 6, 2021; revised January 30, 2022; accepted March 18, 2022;  

published March 31, 2022 

 
Abstract 

 
The features extracted by convolutional neural networks are more descriptive of images than 
traditional features, and their convolutional layers are more suitable for retrieving images than 
are fully connected layers. The convolutional layer features will consume considerable time 
and memory if used directly to match an image. Therefore, this paper proposes a feature 
weighting and region integration method for convolutional layer features to form global 
feature vectors and subsequently use them for image matching. First, the 3D feature of the last 
convolutional layer is extracted, and the convolutional feature is subsequently weighted again 
to highlight the edge information and position information of the image. Next, we integrate 
several regional eigenvectors that are processed by sliding windows into a global eigenvector. 
Finally, the initial ranking of the retrieval is obtained by measuring the similarity of the query 
image and the test image using the cosine distance, and the final mean Average Precision 
(mAP) is obtained by using the extended query method for rearrangement. We conduct 
experiments using the Oxford5k and Paris6k datasets and their extended datasets, Paris106k 
and Oxford105k. These experimental results indicate that the global feature extracted by the 
new method can better describe an image. 
 
 
Keywords: Image retrieval, Weighting feature, Global feature, Convolutional neural 
network, Regional integration. 
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1. Introduction 

In recent years, content-based image retrieval technology (CBIR) [1] has developed rapidly 
and obtained abundant research results. The rough CBIR process is to extract the underlying 
visual features, such as the image color, texture and shape; calculate the distance between the 
query image and the test image features; and return the image that is the most identical or 
similar to the query image [2,3]. However, there is a semantic gap between the low-level 
features and the high-level semantics, which cannot accurately reflect the user's retrieval 
intention. With the rapid development of social information technology and the arrival of the 
era of big data, not only has the number of pictures increased, but the content of pictures has 
also become more complex and diverse. The traditional text-based and content-based retrieval 
technology has been unable to meet the needs of users. 

In the ILSVRC 2012 competition, Krizheysky et al. designed a deep convolutional network 
model called AlexNet [4], which reduced the error rate of image classification from 26.2% to 
15.3%, notably better than other algorithms. This finding caused the Convolutional Neural 
Networks (CNNs) [5] to receive considerable attention in the visual image field, and it became 
the first choice as the basic image retrieval model. Recent research shows that the CNN feature 
has achieved unexpected results in the image retrieval field. Compared with traditional 
methods, the retrieval precision has been considerably improved [6]. Based on this background, 
this paper proposes a method of generating a one-dimensional eigenvector to describe a whole 
picture based on the CNN model. The method weights each feature element and finally 
integrates it into a one-dimensional global feature vector. In this paper, the target recognition 
CNN model was directly used. Without retraining the network parameters, the retrieved mAP 
on the Paris6k dataset reaches 0.87 and that on the Oxford5k dataset reaches 0.75. 

In general, the CNN is composed of convolutional layers and fully connected layers. After 
the image data are fed into the CNN, three-dimensional convolutional features and one-
dimensional fully connected feature vectors can be generated. When images with different 
sizes are input, the feature length of the fully connected layer is the same, and the convolutional 
layer size is different. Therefore, the convolution layer feature can better reflect the original 
features of the image than the fully connected layer feature. In this paper, the network model 
only intercepts the convolutional layer, which avoids adjusting and clipping the size of the 
input image and keeps the spatial characteristics of images with different scales unchanged [7]. 
Convolutional features are high-dimensional features. Usually, the size of the convolutional 
features extracted from an image is hundreds of times that of traditional features. It will take 
considerable time to directly match images from a large dataset, which is clearly not applicable. 
Therefore, how to simplify the features and maintain their original properties is the core of this 
paper. The basic idea is to compress the three-dimensional convolutional features into a one-
dimensional eigenvector and allow the vector to still contain edge information and position 
information. Therefore, this paper uses the feature weighting and region integration method to 
address the convolutional special features. Finally, appropriate image matching and 
rearrangement methods are selected to calculate the similarity between images. Based on the 
above ideas, three aspects of work should be done: 1. Convolution feature extraction and 
weighting; MatConvNet [8] (Convolutional Neural Networks for MATLAB) in this paper are 
used to extract the convolutional features of the image and to weight the features so that the 
elements including edge information and location information are given a greater weight. 2. 
Regional integration; we transform high-dimensional features into simple global feature 
vectors. 3. Retrieval and rearrangement; we match the similarity between the feature vectors 
of the query image and the images in the dataset to get the initial ranking, and then to rearrange 
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to get the final result. 
This paper is tested on the Oxford5k [9] and Paris6k [10] datasets and on the Paris106k and 

Oxford105k datasets extended with 100k images. The results show that our method achieves 
better results than such methods as CroW [11] and R-MAC [12]. In other words, the features 
obtained by this method can better describe an image. The structure of this paper is as follows: 
we review the related work in Sec.2. We describe proposed method in detail in Sec.3. We 
describe experiment and discussion in Sec.4. Conclusion is provided in Sec. 5. 

2. Related work 
Most early image retrieval methods were based on low-level features, such as SIFT features 
[13], GIST characteristics [14,15], and color features and texture features [16], and were 
combined with the BOF [17] model to retrieval. However, SIFT, GIST and other features 
cannot express the deep semantics of images, and the high complexity of the BOF model limits 
the room for improvement of such methods. The Vector of Aggregate Locally Descriptor 
(VLAD) [18] and Fisher Vectors [19] integrated local features into global features, which 
reduced the complexity of features and accelerated the retrieval speed, but the underlying 
features with small amounts of information lose information again. However, literature [20] 
using SIFT features to conduct image retrieval has achieved good results, but the method is 
far from sufficient. 

Next, in the ILSVRC-2012 competition, Krizheysky et al. designed the AlexNet network, 
and the deep convolutional neural networks began to enter people's focus. A large number of 
studies have shown that CNN features have considerable advantages over traditional features. 
Today's image retrieval technology has shifted from traditional features to the study of 
convolutional neural network features. Neural codes [21] were among the earliest ways to use 
CNN features for image retrieval, and then this field developed rapidly. Because the features 
from deep learning have high dimensionality, which leads to the large time and memory 
consumption, it is urgently important to simplify deep learning methods. At present, deep 
learning methods can be roughly divided into two processing methods: one method uses a 
hashing algorithm to handle features, such as literature [22]; and the other method compresses 
high-dimensional features to reduce the dimension to form global features to describe the 
whole image, such as CroW [11]. The second method is used in this paper.   

The SPoC’s [23] method solved the problem of how to turn the feature image of 
convolutional layers into a single feature vector, and its use and sum-pooling [24] technique 
also achieved good results. However, one problem was that even the best features are noisy. 
SPoC only used the radial basis function to calculate the weight of each pixel, and it ignored 
the weight of each channel. Later, Yannis et al. proposed the CroW feature extraction method, 
which gives weights to the last convolutional layer feature of the CNN. The method not only 
changed the weights of the feature image elements of each layer, but it also weighted each 
channel, to achieve better results. Feature weighting is similar to the attention strategy. 
However, the weight sources are different. The feature weights are equal, each dimension is 
multiplied by the same weight parameter. Attention strategy is equal that each feature is 
multiplied by a different weight parameter, weight parameter is adaptive learning. Recent 
studies have shown that using the sliding window principle is beneficial to target localization. 
R-MAC [12] uses sliding windows with different scales to conduct the max pooling of feature 
maps and then integrates the three-dimensional features of multiple channels into single-
dimensional vectors to describe global information. We find that the two methods can be used 
together; therefore, we propose a new method to address features and improve the retrieval 
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performance. 
Currently, rearrangement has become an essential step in the image retrieval process. 

Previous research [25] has greatly improved the recognition accuracy through complex 
rearrangement algorithms. However, the focus of this paper is to test the performance of the 
processed global eigenvectors. Therefore, the rearrangement method selects the simple Query 
Expansion (QE) algorithm. 

3. Proposed method 

3.1 Overall Framework of The Method 
This section describes the proposed in this paper in detail. The method inputs a pair of images 
and outputs a retrieval ranking as shown in Fig. 1. The method in this paper is divided into 
three parts: the first is feature extraction and weighting, the second is feature integration, and 
the third is retrieval and rearrangement. 

Formerly, when extracting local features (such as SIFT features), the constructed BoW, 
VLAD and Fisher Vectors, the MSER [26], saliency [27] and other methods could be used to 
limit the SIFT features to the regions with objects. Similarly, in CNN-based image retrieval, 
we want to highlight regions with object feature maps. There were usually two ways to refine 
the features for image retrieval: one is to perform object detection first and then extract the 
CNN features in the detected object region; and the other is to increase the weight of the object 
region and reduce the weight of the nonobject region using some adaptive weighting method. 
This paper adopts the latter method. The proposed Multiscale Order less Pooling of deep 
convolutional activation features (MOP) [28] algorithm by Y Gong et al. was used a multi-
scale sliding window to process an original image. In this paper, a similar method is used to 
process the sliding window on the feature map to get the region feature vector. The region 
vector is added directly to obtain the global feature. Finally, the similarity score between the 
feature vectors is calculated to retrieve the ranking.  
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Fig. 1. The structure of this algorithm 

 
As shown in Fig. 1, the entire method can be divided into three parts:  

(i)Feature extraction with weighting: In the front part of Fig. 1, will extract the last 
convolutional layer feature for spatial weighting and channel weighting. When space is 
weighted, we sum up multiple channels to highlight nonzero and largely responsive regions, 
which are also generally the regions where the object is located. When the channel is weighted, 
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we use the idea of Inverse Document Frequency (IDF) for assignment. 
(ii)Regional integration: In the middle part of Fig. 1, multiple sliding windows with 

different sizes are designed. The elements in each sliding window are added together to obtain 
multiple local feature vectors. After L2 normalization, PCA-whitening dimensionality 
reduction is conducted, L2 normalization is conducted again and finally the results are directly 
added together to get global features. 

(iii)Retrieval and rearrangement: In the back part of Fig. 1, first, we use cosine similarity 
matching, and then we subsequently rearrange with the QE method to obtain the final result. 

3.2 Feature Weighting 
In this paper, the 3D features are extracted by a convolutional neural network are represented 
by 𝑋𝑋 ∈ 𝑅𝑅(𝑁𝑁×𝑊𝑊×𝐻𝐻),where W and H are the size of the feature map of each layer, and N is the 
number of channels. We note that the size of W and H varies with the size of the input network 
image. 𝑥𝑥𝑘𝑘𝑘𝑘𝑘𝑘 represents the element at position (𝑖𝑖, 𝑗𝑗) of the feature plane on the kth channel. 
𝐶𝐶(𝑘𝑘) represents the whole feature map of the kth channel. First, we weight each element on 
𝐶𝐶(𝑘𝑘).Then, there are a total of 𝑖𝑖 × 𝑗𝑗 weights, and each weight is represented by 𝑎𝑎𝑘𝑘𝑘𝑘. Similarly, 
𝜆𝜆𝑘𝑘𝑘𝑘

(𝑘𝑘) represents element at (𝑖𝑖, 𝑗𝑗) in the feature map of the kth channel, 𝜆𝜆𝑘𝑘𝑘𝑘
(𝑘𝑘) = 𝑥𝑥𝑘𝑘𝑘𝑘𝑘𝑘. We assign 

a weight to each channel, and each weight is represented by 𝑏𝑏𝑘𝑘. After weighting, the value of 
each element becomes𝑥𝑥𝑘𝑘𝑘𝑘𝑘𝑘′ , which is represented by the following expression:  
 

𝑥𝑥𝑘𝑘𝑘𝑘𝑘𝑘′ = 𝑎𝑎𝑘𝑘𝑘𝑘𝑏𝑏𝑘𝑘𝑥𝑥𝑘𝑘𝑘𝑘𝑘𝑘                                                        (1) 
 

The purpose of map weighting and channel weighting is to increase the weight of the region 
of interest and to reduce the weight of the nonobject regions. When a map is weighted, the 
feature maps of each channel are summed directly. Usually, the places with strong responses 
are generally the edges of the object after convolutional filtering. After summing the multiple 
channels, the regions with nonzero and large responses are generally the regions where the 
object is located; therefore, they can be used as the weights of the feature maps. 𝑠𝑠𝑘𝑘𝑘𝑘′  represents 
the sum of the elements located at (𝑖𝑖, 𝑗𝑗) on each feature map, and it is defined as:  

 
𝑠𝑠𝑘𝑘𝑘𝑘′ = ∑ 𝑐𝑐𝑘𝑘𝑘𝑘

(𝑘𝑘)
𝑘𝑘                                                              (1) 

 
The k is in the range of [1, N]. 
Next, we can obtain the map weight 𝑎𝑎𝑘𝑘𝑘𝑘, which is located at (𝑖𝑖, 𝑗𝑗) on the feature map. The 

expression is as follows:  

 𝑎𝑎𝑘𝑘𝑘𝑘 = �
𝑠𝑠𝑖𝑖𝑖𝑖
′

�∑ 𝑠𝑠𝑚𝑚𝑚𝑚
′ 𝛼𝛼

𝑚𝑚,𝑚𝑚 �
1
𝛼𝛼
�

1
𝛽𝛽

                                                        (3)      

  
In formula 3, the range of values of 𝑚𝑚 is [1, W], and the range of values of n is [1, H], 

�∑ 𝑠𝑠𝑚𝑚𝑚𝑚
′ 𝛼𝛼

𝑚𝑚,𝑚𝑚 �
1
𝛼𝛼 can be regarded as the norm of the matrix. According to experimental data, the 

results are the best when α=2 and β=2. 
Channel weighting follows the idea of IDF weighting. If each element value on the feature 

map of a channel is non-zero and large, then the strong response region occupies the whole 
feature map visually; therefore, the feature map of this channel is not conducive to locating 
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the region where the object is located, and its channel weight needs to be reduced. However, 
for the channels whose strong response area is very small, it can be considered that the 
channels contain the image object position information, therefore, we need to increase the 
weights of these channels. 𝑁𝑁𝑘𝑘represents the number of nonzero elements on the k-th channel 
as follows:  

𝑁𝑁𝑘𝑘 = ∑ 1 �𝜆𝜆
（𝑘𝑘𝑘𝑘）

(𝑘𝑘) > 0�𝑘𝑘𝑘𝑘                                                       (2) 

 
It has been indicated that the nonzero rare element channel can describe the location 

information of the image more; therefore, it can be weighted according to the number of 
nonzero elements. The expression 𝑏𝑏𝑘𝑘 is as follows:  

 
𝑏𝑏𝑘𝑘 = 𝑙𝑙𝑙𝑙𝑙𝑙 �∑ 𝑁𝑁ℎℎ

𝜀𝜀+𝑁𝑁𝑘𝑘
�                                                            (3) 

 
To ensure that the denominator is not zero, the minimum value 𝜀𝜀 is added. Because the 

molecules are relatively large, 𝜀𝜀 = 1 is used in this experiment, and it has little effect on the 
results. 

3.3 Regional Integration 
This section introduces the method that integrates 3D features into global feature vectors. 
CroW added the elements of each channel directly and gave the following expression for the 
characteristic vector F: 𝐹𝐹 = [𝑓𝑓1,𝑓𝑓2, … ,𝑓𝑓𝑘𝑘]. The representation of 𝑓𝑓𝑘𝑘 is as follows:  
 

𝑓𝑓𝑘𝑘 = ∑ ∑ 𝑥𝑥𝑘𝑘𝑘𝑘𝑘𝑘′𝐻𝐻
𝑘𝑘=1

𝑊𝑊
𝑘𝑘=1                                                            (4) 

 
A CroW feature only considers the global feature map without considering the locality. 

Therefore, we divided the feature map into several different regions for separate calculations 
and then integrated them. Part of Fig. 1 indicates the sizes of three windows. As shown in Fig. 
1, ‘·’represents the center of the window. The feature map area corresponding to each window 
was processed via summation. In this paper, the region of the features map was divided by 
using L different sliding windows. For example, when the L =3, 20 regional features can 
usually be obtained. In addition, the whole feature map was processed using the additive 
summation method to obtain a feature vector, therefore, an image can obtain 21 regional 
features. The 21 regional features were directly added together to obtain the final global feature. 
There were some overlapping areas between windows, and this paper adds them together to 
generate global features. Therefore, it can be considered that those overlapping areas were 
assigned greater weights. Each sliding window is a square, and we adopted uniform sampling 
and automatically adjusted the center position to ensure a 40% overlap area. The size of the 
sliding window was determined by the short side 𝑚𝑚𝑖𝑖𝑚𝑚 (𝑊𝑊,𝐻𝐻) of the feature map, and the 
expression of the length of the sliding window is as follows: 

 
𝑙𝑙 = 2×𝑚𝑚𝑘𝑘𝑚𝑚(𝑊𝑊,𝐻𝐻)

𝐿𝐿+1
                                                              (5) 

 
As shown in Fig. 1, when L =3, there are three sliding windows with different scales on the 

feature map, and adding the elements in the sliding window are directly added. A sliding 
window generates a feature vector 𝑭𝑭′, similar to CroW, where 𝑭𝑭′ = [𝑓𝑓1′,𝑓𝑓2′, … ,𝑓𝑓𝑁𝑁′]. Only 
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𝑓𝑓𝑘𝑘′is limited to the addition of elements within the sliding window and not the addition of 
elements of the entire feature image. After applying n sliding windows, the sequence of L2 
normalization, PCA-whitening dimensional reduction and L2 normalization was used 
successively to optimize, and the three-dimensional features became n regional feature vectors. 
Finally, the global feature vector G was generated by adding all the regional feature vectors 
together. The expression of G is as follows: 

 
𝐺𝐺 = 𝐹𝐹1′ + 𝐹𝐹2′ +⋯+ 𝐹𝐹𝑚𝑚′                                                        (6) 

 
In this paper, the method is progressive in turn. First, the extracted convolutional feature 

maps are weighted and then the channels are weighted. Finally, the multiscale sliding window 
is used to integrate the features to obtain the image descriptor. Each step can gradually improve 
the final retrieval effect. 

3.4 Retrieval and Rearrangement 
The cosine distance, which is also known as the cosine similarity, is a measure of the difference 
between two individuals by using the cosine of the angle between two vectors in vector space. 
The Euclidean distance can reflect the absolute difference of individual numerical 
characteristics; therefore, more is needed to analyze the differences in the sizes of the 
dimensions. The cosine distance uses the direction more to distinguish differences, but it is not 
sensitive to the absolute value. The cosine distance is used more for users’ score content to 
distinguish between similarities and differences of interest. Moreover, revised user disunity 
problems that may exist between metrics (because the cosine distance is not sensitive to the 
absolute value). The global feature vector was regarded as a directional line in 
multidimensional space. If the direction of two vectors is the same, which means that the 
included angle is close to zero, then the two vectors can be considered as close to each other. 
To ensure that two vectors are in the same direction, we used the law of cosines to calculate 
the angle between the vectors. Therefore, the cosine distance was used in this paper to identify 
the similarity of global feature vectors, and the similarity of pictures X and Y is expressed by 
the following expression: 

𝑠𝑠𝑖𝑖𝑚𝑚(𝑋𝑋,𝑌𝑌) = 𝑐𝑐𝑙𝑙𝑠𝑠 𝜃𝜃 = 𝐺𝐺𝑋𝑋�����⃗ ⋅𝐺𝐺𝑌𝑌�����⃗
‖𝐺𝐺𝑋𝑋‖⋅‖𝐺𝐺𝑋𝑋‖

                                          (7) 
 

Because the cosine distance represents in the difference in direction between vectors, the 
use of L2 normalization or PAC-whitening on the job would not affect the final similarity 
assessment. 

QE (query expansion) is a simple rearrangement method. The method selects the top image 
(including the query image), calculates the mean vector of its feature vector, and finally uses 
the mean vector to conduct the final rearrangement of the result. Although the method is simple, 
it can considerably improve the retrieval recall rate. As shown in Fig. 2, the experiment on the 
Oxford5k dataset uses the VGG16 model [29]. On the left is the query image, and on the right 
are the 6th,7th,8th,9th,10th charts corresponding to the initial ranking and reranking. It can be 
seen that some of the correlation image behind the initial ranking after using QE are at the top 
of the ranking, which improves the retrieval recall rate. Because qe=5 is selected, the initial 
and reranked top five change only slightly. 
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Query

Query

1 6 27 7 11 8 121 9 125 10

25 6 224 7 264 8 28 9 125 10

 
Fig. 2. The effect after using QE 

4. Experiment and discussion 

4.1 Datasets and CNN model 
This paper used the Oxford Building dataset and Paris dataset for experiments. The two 
datasets contained 5063 images and 6412 images, respectively. In addition, we added 100k 
Flickri [30] images to the Oxford5k and Paris6k datasets to extend the datasets. We used 
Oxford105k and Paris106k to represent the extended datasets. Principal component analysis 
(PCA) is a common method for data preprocessing method in statistical machine learning and 
data mining. There are two functions of PCA: one is data dimensionality reduction, and the 
other is data visualization. A preprocessing step associated with PCA is whitening. Because 
the adjacent pixels of an image are related, the inputs used for training are redundant. 
Whitening reduces the redundancy of the inputs to make each feature have the same variance. 
Therefore, PCA-whitening was used to optimize the feature vectors in this paper. When we 
used Oxford5k dataset as the test dataset, the Paris6k dataset served as the training dataset to 
train PCA-whitening and vice versa. For the query image dataset, we defined a query image 
according to the standard protocol area box, and the query area was cropped and subsequently 
fed into the CNN model. To make the final result persuasive, 5 images of each type image 
were removed as the query images and formed a query dataset of 55 images. In this paper, the 
mAP was used to evaluate the performance of the methods. 
In the whole experiment, the CNN network parameters were not retrained. Instead, 
convolutional features were extracted and optimized for image retrieval. In this paper, two 
CNN models were used for feature extraction: AlexNet and VGG16. Since the features were 
extracted from the last convolutional layer, the features that were generated by AlexNet have 
256 channels, and those generated by VGG16 have 512 channels. Finally, the global features 
processed are 256 and 512 dimensions respectively. Our feature was quite similar to the CroW 
feature, and both of them form the global feature to describe a whole image in the end. 
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However, the features that were extracted by the method in this paper also took local areas 
into account, therefore, they had better performance. We used the MatConvNet tool to extract 
features. 

4.2 Parameter Selection 
We compared the performance of CroW features and the features extracted by the method of 
this paper. Section 2.3 detailed the differences between the features of extracted by the method 
of this paper and CroW. The performance of the two features for image retrieval is shown in 
Table 1. As shown in the region integration section of Fig. 1, there were certain overlapping 
regions that we can consider to be providing a large weight to those overlapping regions 
between the windows. Finally, summation was used to form the global feature. Therefore, we 
did not to divide the feature maps as fine as possible. In this paper, the overlap rate between 
sliding windows was 40%. In the experiment, we used L sliding windows to process feature 
maps with different scales, and we applied the VGG16 model to the Oxford5k dataset. The 
experimental results are shown in Table 1, which shows that the retrieval effect is the best 
when L =3. 

 

Table 1. The performance with different scales of sliding windows 

 

We extracted the entire dataset and the global features of the query images. In this paper, 
the feature vector of the query images and the feature vector of the images in the dataset were 
assinged cosine values, and the cosine values were used as the standard to measure the 
similarity of the two images. The image ranking was obtained as the initial result. Finally, QE 
was used to rearrange the results. The method selected the top-ranked qe image that included 
the query image, calculated the final mean vector of their feature vector, and finally used the 
average value vector to conduct the final rearrangement of the results. Fig. 3 shows the result 
of rearrangement when taking qe=1:50. It can be seen that after rearrangement, the result was 
been improved, but a higher qe value does not necessarily mean a better result. For the Paris6k 
dataset, qe <30, and as qe increases, the mAP has a slow growth. For Oxford5k, qe>5, as qe 
increases, the mAP rapidly declines. Therefore, this paper selected qe=5 for the final 
rearrangement when the methods are tested on the Oxford dataset, and qe=10 for final 
rearrangement when is the methods are tested on the Paris dataset. 

 
Fig. 3. Changes in mAP with qe values 

The Network CroW Ours 
L = 1 L = 2 L = 3 L = 4 

AlexNet / 0.710 0.734 0.743 0.738 
VGG16 0.797 0.798 0.809 0.805 0.797 
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4.3 Experimental results 
We compared results of the proposed methods with those of Neural Codes, SPoC, R-MAC, 
and CroW in this section, these methods are briefly described in section 1. The d =256 and d 
=512 of the second column in Table 2 represented retrieval using the features extracted from 
the AlexNet and VGG16 network models, respectively. The third and fourth columns 
represented the mAPs of the methods tested on the Paris6k and Oxford5k datasets. The fifth 
and sixth columns indicated that 100k of the wrong images in the Oxford100k dataset were 
mixed in the Paris6k (Oxford5k) dataset to extend into a new Paris106k (Oxford 105k) dataset. 
Then, the results of the tests were calculated. It can be seen in Table 2 that the method that 
achieves the best results on all four datasets is that using the AlexNet model. The method 
achieved an R-MAC accuracy that was approximately 3% better on average. The method using 
the VGG16 model achieves the best test result on the Paris datasets. After using QE to 
rearrange the initial retrieval results, on the Paris106k dataset, the method in this paper 
achieved a mAP 2% better than that of the CroW method; and for the Oxford5k dataset, the 
method in this paper achieved a mAP 1-2% better. 

The final results of the tests in the four datasets outperformed the CroW, and the mAP 
averaged increased by 1%. The last three lines * were denoted as the results obtained at qe 
=30. For the Paris dataset, when qe was 30, the method in this paper achieved a mAP 
approximately 3% better than that of the CroW method. 

 
Table 2. mAP values for different methods 

Method d Paris6k Oxford5k Paris106k Oxford105k 

Tr. 
Embedding[20] 1024 / 0.560 / 0.502 

Neural Codes[21] 256 / 0.435 / 0.749 

Razavian et 
al.[31] 256 0.670 0.533 / 0.489 

SPoC[23] 256 / 0.531 / 0.501 

R – MAC[12] 256 0.729 0.561 0.601 0.470 

Ours 256 0.743 0.593 0.614 0.532 

Neural Codes[21] 512 / 0.435 / 0.392 

R – MAC 512 0.830 0.669 0.757 0.616 

Ours 512 0.805 0.683 0.733 0.626 

Ours + QE. 256 0.812/0.822 * 0.670 0.702/0.720 * 0.630 

CroW + QE[11] 512 0.848 0.749 0.794 0.706 

Ours + QE. 512 0.860/0.873 * 0.751 0.813/0.822 * 0.717 

 



904                                                                                                               Liao et al.: Image Retrieval Based on the Weighted and 
Regional Integration of CNN Features 

 
Fig. 4 shows the top-10 retrieval results for 11 query images (one for each type of image) 

for the method that used the VGG16 model applied on the Paris6k dataset. The first column 
was the query image, and it was followed by the retrieval results ranked 1-10 for the 
corresponding image. It can be seen that the image retrieved by the method proposed in this 
paper is mostly accurate. 

 
Fig. 4. Top-10 results returned for all 11 queries 

5. Conclusion 
The main research content of this paper concerns how to generate features that can accurately 
describe an image. This paper constructs a complete image retrieval model: first, feature 
extraction and processing are carried out; next, similarity matching is performed; and finally, 
the retrieval results are rearranged and optimized. Using the convolutional layers of the 
AlexNet and VGG16 models to partially extract features, a whole image is described by the 
global features generated by feature weighting and feature integration. Next, the cosine 
similarity of the query image and the image in the dataset is calculated to get the initial retrieval 
result. Finally, the QE algorithm is used to rearrange the initial ranking to get the final mAP. 
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Testing of the method proposed in this paper on the Paris6k and Oxford5k datasets and the 
extended Paris106k and Oxford105k datasets, respectively, achieved advanced performance 
levels without retraining the network. Therefore, it is concluded that the global feature vector 
extracted by this method can accurately describe an image’s properties. 
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