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1. INTRODUCTION   

Air is one of the most basic elements for human

survival and good air quality is necessary for hu-

man health. Unfortunately, as a consequence of the

industrialization and urbanisation era, the air qual-

ity deteriorates constantly. Nowadays, air pollution

has become a global problem, which has aroused

widespread concern from scholars, governments

and the public. According to the World Health

Organisation (WHO), each year more than 1.3 mil-

lion people worldwide die prematurely due to low

air quality [1]. Furthermore, long-term exposure to

such areas is associated with the occurrence of

many diseases such as respiratory disease, car-

diovascular disease and even cancer, contributing

to as many as 4–9 million human deaths per year

globally [2,3,4].

In order to tackle this issue, countries monitor

the air quality and design plans to address this

issue. The Environmental Protection Agency (EPA)

commonly monitors carbon monoxide (CO), fine

particulate matter (PM2.5), respirable particulate

matter (PM10), sulphur dioxide (SO2), nitrogen di-

oxide (NO2) and ozone (O3) to determine air quality,

commonly known as Air Quality Index (AQI). AQI

indicates whether the air is clear, polluted or even

hazardous in that specific region. Table 1 indicates

the EPA standard of under-observation elements

and their range.
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Recently, sensors and actuators are used to mon-

itor the air quality because of its manifold advan-

tages such as cost-effectiveness, ease to deploy

and monitoring, remote access and accumulation

of the data. This collection of data can be very

helpful for researchers and scientists to monitor,

analyse and predict using data-driven approaches.

Data-driven approaches use geo-temporal, non-

linear data and with the help of Artificial Intelli-

gence (AI), statistical and mathematical analysis

provide an in-depth of problems and look for the

solution to mitigate the problems [5, 6]. The ex-

ploitation of various techniques such as Long short-

term memory (LSTM), Random Forest (RF), Sup-

port Vector Machine (SVM), K-mean, Decision

Tree, neuro Fuzzy techniques are used to effi-

ciently predict the air pollutant and AQI [9,12].

Author of [7,8] used Convolutional Neural Net-

work (CNN) to calculate and predict the respirable

particulate matter (PM10). A hybrid CNN based ap-

proach is proposed to minimise the prediction error

of O3 [13].

In recent years, a lot of research has been done

in forecasting air pollutants and AQI by either ex-

ploiting CNN or AI techniques. However, they of-

ten forecast just one or two pollutant elements, lack

a dense dataset, the correlation between air pollu-

tants. There is a necessity for an unbiased, robust

model which monitor and forecast multivariate

(EPA monitored) air pollutant elements. In this pa-

per, we have presented a hybrid CNN-LSTM

based approach for AQI and multiple air pollutants

prediction. We opted for CNN due to its efficient

feature extraction and high processing capability

of grid data. The integration of CNN with LSTM

provides a unique ability to extract features using

CNN while LSTM; a recurrent neural network, as-

sociates multi-variate and their interdependencies.

The main contributions of this paper are as fol-

lows:

1. A CNN-LSTM amalgamated model is pre-

sented for multivariate correlation and forecasting

of air pollutant elements. Furthermore, the pre-

dictions are validated with more than 10 days of

real-time acquired air pollutant data.

2. Most of the previous research is mostly fo-

cused on uni or bi-variate i.e PM10 & PM2.5. In this

paper, we use multivariate pollutant elements such

as CO, PM2.5, PM10, SO2, NO2 and O3.

3. An in-depth statistical, geo-temporal and

temporal analysis is presented.

4. To the best of our knowledge, this is the first

time a study of these multivariate variables has

been implemented in the city of Seoul, Republic of

Korea.

5. Design and development of the model which

governs, retrieves and predicts the critical in-

formation of multivariate pollutant elements. Addi-

tionally, the model is rigorously evaluated and re-

sults are compared with the state-of-the-art

models.

6. A detailed study on the data of the 24 months

period is performed and findings are discussed.

Furthermore, cross-validation of the predicted re-

sults is done with the real-time calculated results.

The rest of the paper is as follows. Section 2

discussed the state of the art and recently pub-

lished research paper in the said domain. In section

3, we converse about the methodology, dataset,

pre-processing and transformation. Section 4 con-

Table 1. The Environmental Protection Agency (EPA) Air Pollutant Standard.

CO (ppm) PM2.5 (μg/m3) PM10 (μg/m3) SO2 (ppm) NO2 (ppm) O3 (ppm)

Good 2 15 30 0.02 0.03 0.03

Normal 9 35 80 0.05 0.06 0.09

Bad 15 75 150 0.15 0.2 0.15

Hazardous 50 500 600 1 2 0.5
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fers about results and a wide-range discussion is

also presented on the acquired results. A con-

clusion is presented in section 5.

2. RELATED WORK

In this section, we discussed the research, state

of the art techniques that have been published in

this domain.

Authors of [5], presented a graph neural net-

work-based approach, called Attentional Deep Air

quality Inference Network (ADAIN), for urban AQI

prediction. ADAIN employs an attention base layer

to extract and learn the weight and relation be-

tween pollutant elements to improve the overall

prediction performance. The proposed model pres-

ents the RMSE of 42, 33 and 25 for PM2.5, PM10,

and NO2 respectively. Furthermore, an accuracy of

62%, 71% and 79% has been achieved to accurately

predict the PM2.5, PM10, and NO2.

In [9] multi-regression method has been imple-

mented for AQI analysis on the dataset of USA

and India cities. Mean Absolute Error (MAE),

Mean Absolute Percentage Error (MAPE), Root

Mean Square Error (RSME) has been selected to

evaluate the accuracy of proposed techniques. The

proposed, multi-linear regression, model achieves

an MAE, MAPE and RMSE of 5.13%, 3.01% and

6.2% respectively.

The author of [10], exploits Multinomial Logis-

tics Regression (MLR), Decision Tree and K mean

techniques for efficient AQI prediction. The author

classifies the result into Good, Normal and Hazar-

dous . MLR outperformed the Decision Tree tech-

nique with an error rate of 0.44 in comparison to

0.66 respectively.

In [14], authors proposed a CNN base PM2.5
monitoring system using natural image. Hybrid

CNN and feature based CNN-RF model is pre-

sented to classify the images with respect to PM2.5.

The proposed models have achieved an accuracy

of 68.74% in comparison to RF with a classification

accuracy of 63.62%. Authors of [15] proposed a

1-dimensional CNN with Exponential Adaptive

Gradients (EAG) to monitor 4 air pollutant ele-

ments (PM10, CO, O3 and NO2). The proposed mod-

el maintains the history of gradient to adjust the

learning rate and check points are used to update

the weights. The proposed model achieved an

overall error rate of MAPE, MAE and R2 with the

2.35, 4.214 and 0.996 respectively.

In [16], a hybrid framework is presented which

can cope with hierarchical multi-factor temporal

dataset to predict PM2.5. The author integrates

1-dimensional CNN with bi-directional LSTM to

extract features from multivariate time series and

interrelation between them. The proposed model is

unable to adjust with respect to anomalies or sud-

den change in PM2.5 level.

In [17], the authors presented a hybrid prediction

model to efficiently predict AQI for the Thailand

region. Genetic programming based MLR model

has been suggested for bi-class (healthy and un-

healthy) AQI prediction. The proposed model ac-

quired an accuracy of 97%, 80.7% for healthy and

unhealthy AQI. Moreover, this study is performed

on AQI instead of air pollutants like PM10, SO2, NO2
and O3.

The authors of [18] proposed a hybrid, Autore-

gressive Integrated Moving Average Time Series,

model to examine and forecast the PM2.5 for short

term prediction in Beijing, China. The proposed

model acquired an RMSE of 26.6.

In [19], Auto Regression models are evaluated

to predict the AQI for a week. An hourly dataset

of 11 days has been used for training and testing

the performance of multi regression models. The

dataset is divided into 73 to ratio 27 for training

and testing respectively. This study is carried out

on 4 pollutants (PM2.5, PM10, SO2 and NO2). The

proposed model has acquired an overall RMSE of

27.

In [20], authors presented a heterogeneous neu-

ral network; Multi-adversarial spatiotemporal re-



443Exploiting Neural Network for Temporal Multi-variate Air Quality and Pollutant Prediction

current Graph Neural Networks (MasterGNN), to

predict AQI and weather efficiently. The proposed

model is trained on Beijing, China and Shanghai,

China air quality dataset. Furthermore, Master

GNN exploits the spatiotemporal data and its de-

pendency on weather. Authors of [21], proposed a

stochastic optimization model base algorithm called

Particle Swarm Optimization-Back Propagation

(PSO) to predict the AQI. Author integrates a hy-

brid Back Propagation neural network with PSO

(IPSO-BP), to get improved and better results. The

study is carried out on 4 pollutant elements PM2.5,

PM10, SO2 and NO2. IPSO-BP generates an overall

error of 0.0326 and 0.072 for training and testing

samples respectively.

3. METHODOLOGY

3.1 Dataset

The dataset used in this study is acquired from

Seoul, Republic of Korea online data plaza. The ac-

quired dataset is collected from 25 different loca-

tions in Seoul and from 01 January 2017 to 31

December 2019. The original dataset has many col-

umns such as Station Number, Station Address,

Longitude, Latitude, CO, PM2.5, PM10, SO2, NO2 and

O3. The dataset contains more than 600,000 in-

stances of hourly averaged air pollutant elements

collected daily. In Seoul, daily 3600 air quality in-

stances are calculated from all over the city. A ge-

neric matrix, AQISeoul, is designed which depict the

mathematical model of the acquired dataset as

shown below:

In AQISeoul, x represents the overall multiple pa-

rameters such as station code, Address, Latitude,

Longitude, CO, PM2.5, PM10, SO2, NO2 and O3,

which are calculated after regular interval of time

T where ∈  ≤≤. Furthermore, M repre-

sents the total number of stations where

∈       . In pursuance of better ac-

curacy and AQI prediction air pollutant elements

(CO, PM2.5, PM10, SO2, NO2 and O3) are studied

without considering any dependencies. The ac-

quired dataset has more than 600,000 instances as

shown in Table 2.

3.2 Data Pre-Processing

Noise, irregularities and outliers in the dataset

can directly affect the output and learning phase

of the model. Henceforth, before forwarding the

data to the model for the training phase, pre-proc-

essing techniques such as normalisation, outlier

identifying, cleansing and removing of duplication

is performed. Furthermore, to create a meaningful

relation and uniformity, the acquired dataset is

processed.

A total of 4992 anomalies or irregular instances

such as values less than or equal to 0 are identified

(as shown in Fig. 1 a & b) from the dataset. In

order to create a consistency among the dataset,

all those instances containing irregular values are

removed from the dataset.

3.3 Proposed Model

In this paper we use a hybrid model by integrat-

ing CNN with LSTM. The purpose of opting for

LSTM is due to its salient feature of the memory

cell (as shown in Fig. 2a) which can save historical

information. Moreover, CNN-LSTM, essentially

incorporates the features of CNN with LSTM,

which has generated some ground-breaking re-

sults, particularly in natural language processing

and pattern identification and classification. The

 










⋮
 















 
 




 

 


⋮

  





⋮

  





⋮

  





⋯


 

 



 

 


⋮

  





⋮

  





⋮

  









       (1)



444 JOURNAL OF KOREA MULTIMEDIA SOCIETY, VOL. 25, NO. 2, FEBRUARY 2022

LSTM's specific formula derivation is as follows:

ft = σ (Wf ⋅[ht-1, xt] + bf ) (2)

it = σ (Wi⋅[ht-1, xt] + bi) (3)

Ct = tanh (WC⋅[ht-1,xt] + bC) (4)

Ct = ft ⋅Ct-1 + it ⋅Ct (5)

ot = σ ( Wo⋅ [ht-1, xt] + bo) (6)

ht = ot ⋅ tanh(Ct) (7)

This paper aim to design a hybrid deep learning

model with BP time to obviate the vanishing gra-

dient problem and forecast a city-wide AQI. The

proposed framework uses 5×5 CNN convolutional

layer to extract the various features such as multi-

variate air pollutant elements, location and time

series. The 5×5 convolutional layer is opted to im-

prove the learning of model and find the inter-

relationship between the air pollutant elements and

time series. Moreover, convolutional and pooling

layers of CNN are used to extract relevant features

(as shown in Fig. 2b). The extracted features con-

verted into a 1-D array and were forwarded to the

LSTM as an input for model training. The LSTM

act as a temporal sequence analyzer to analyze the

temporal order of the said input while keeping its

Table 2. Original Dataset.

Date
Station
code

Address Latitude Longitude SO2 NO2 O3 CO PM10 PM2.5

2017/01/01 101
19, Jong-ro 35ga-gil,
Jongno-gu, Seoul, Korea

37.572016 127.005007 0.004 0.059 0.002 1.2 73 57

2017/01/02 101
19, Jong-ro 35ga-gil,
Jongno-gu, Seoul, Korea

37.572016 127.005007 0.004 0.058 0.002 1.2 71 59

2017/01/03 101
19, Jong-ro 35ga-gil,
Jongno-gu, Seoul, Korea

37.572016 127.005007 0.004 0.056 0.002 1.2 70 59

... ... ... ... ... ... ... ... ... ... ...

2019/12/29 125
59, Gucheonmyeon-ro
42-gil, Gangdong-gu,
Seoul, Korea

37.544962 127.136792 0.003 0.023 0.015 0.4 24 17

2019/12/30 125
59, Gucheonmyeon-ro
42-gil, Gangdong-gu,
Seoul, Korea

37.544962 127.136792 0.003 0.04 0.004 0.5 25 18

2019/12/31 125
59, Gucheonmyeon-ro
42-gil, Gangdong-gu,
Seoul, Korea

37.544962 127.136792 0.003 0.037 0.005 0.5 27 18

Fig. 1. Data Anomalies in the Dataset.
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state hidden throughout the training. In the end,

AQI of the nth hour is predicted for CO, PM2.5,

PM10, SO2, NO2 and O3 respectively.

3.3.1 Model Training

Before training, the dataset is divided into 2

parts; Training and Testing, consequently. Out of

642,519 collected AQI samples, 640,00 samples

have been used for training while 2,519 samples

are used for the testing phase. Predicted AQI re-

sults are validated by comparing them with real

AQI samples results. The opted test samples are

from 19 December 2019 to 31 December 2019.

Furthermore, RMSE, MAPE and MAE were calcu-

lated to error rate, performance and overall effi-

ciency of the proposed model.

The opted test samples are from 19 December

2019 to 31 December 2019. The aim of validating

predicted results with real dataset acquired values

is to design a reliable, robust system and check

the overall performance of the proposed model.

Henceforth, 2519 test samples are selected for

cross-validation and testing the predicted results.

3.3.2 Experimental Setup

We implemented the model in Keras on Tensor-

flow using Adam optimizer with a batch size of

1024 for model training. Experimentation is carried

out on the Jupyter Notebook with a GeForce RTX

2080 Ti GPU. An overall view of the experimental

environment is shown in Table 3.

Table 3. Experimental Setup Overview.

Experimental Environment Details

GPU GeForce RTX 2080 Ti

Operating System Ubuntu

CUDA 11.2

Python 3.6

Optimizer Adam

4. RESULTS AND DISCUSSIONS

This section is organized into two parts. In the

first part, a temporal analysis of the dataset is

discussed. A generalized discussion of the overall

air pollutant elements over the period of 2017 to

2019 is presented. However, in the second part, the

results of the proposed model, its prediction and

a comparison analysis are conferred.

4.1 Temporal Analysis of Air Pollutant Elements

In the temporal dimension, the annual air pollu-

tant elements; CO, PM2.5, PM10, SO2, NO2 and O3,

are analyzed using the available dataset. The time

series analysis is performed on the Seoul AQI da-

taset from January 2017 to December 2019 (as

shown in Fig. 3). On average the value SO2, NO2,

CO, O3, PM10, and PM2.5 of during this period was

0.00436, 0.0286, 0.518, 0.024, 43.981 and 25.5689

respectively.

In yearly and seasonal basis analysis, it has been

observed that the values of SO2 and NO2 remain

within range and below the Bad threshold while

(a) (b)

Fig. 2. Detail Structure of Proposed Model. (a) Memory Cell of LSTM and (b) Structure of Proposed Model.  
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on the other hand the CO, O3, PM10, and PM2.5 fluc-

tuate and goes beyond the hazardous level. During

winter the values of PM10, PM2.5 reach the value

of 388, 160 respectively.

4.2 AQI Prediction Model

In this paper, a hybrid CNN-LSTM model is im-

plemented to forecast the AQI of Seoul, the Repu-

blic of Korea with an aim to efficiently monitor the

air quality. In order to check the robustness of the

model, we use MAE, MAPE and RMSE as an eval-

uation parameters. Moreover, the proposed model

predicted 12 days results (19 December to 31 De-

cember 2019) for each pollutant element. Acquired

predicted results are cross validated with the real

data of the said time frame and error rates for each

air pollutant element are calculated respectively.

The aim is to provide an unbiased, reliable and ro-

bust model. Predicted model results are illustrated

in Table 4.

A comparison of the proposed model with the

state-of-the-art model is performed to evaluate

the performance of the presented model (as shown

in Fig. 4). We select the SVM, SVM-Polynomial,

ANN, KNN and RF to compare the results of our

model.

The proposed models perform better in compar-

ison with other state-of-the-art models. Proposed

model outperforms the SVM, SVM-Polynomial,

ANN and RF model in forecasting SO2 with 60.17

%, 68.99%, 14.6% and 6.29% respectively. Overall,

the model outperforms SVM, SVM-Polynomial

with 78.04% and 83.79% better results in forecast-

ing O3.

In this paper, we implemented the ANN model

with Multilayer Perceptron (MLP) integrated with

BP to evaluated and compare the model perform-

ance with the proposed CNN-LSTM model. The

number of hidden layers were adjusted as flexible

and adjusted until the best optimal results are

acquired. The number of input neuron is 7 contain-

ing air pollutant elements (CO, PM2.5, PM10, SO2,

NO2 and O3) and times series. However, the pro-

posed still able to outperform the ANN for CO,

PM2.5, PM10, SO2, NO2 and O3 with the 64%, 33.49%,

14.6%, 14.613%, 20.15% and 48.5% respectively.

5. CONCLUSIONS

Air is one of the fundamental elements for hu-

man survival. However, with rapid industrializa-

tion and urbanization, the quality of air suffers a

Fig. 3. Distribution of Air Pollutants in Seoul (2017–2019).

Table 4. Results of AQI Prediction in terms of Error.

MAE RMSE MAPE

SO2 0.00140 3.05 0.009

NO2 0.0123 15 0.37

CO 0.139 10.49 0.2245

O3 0.0117 2.013 3.82

PM10 9.11 17.463 0.227

PM2.5 8.759 20.564 0.270
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drastic downfall which causes cardiovascular and

respiratory diseases. These air pollutants are not

only threat human health to but also a major threat

to ecosystem. Hence, air pollution has become a

global problem, which has aroused widespread

concern from research scholars, governments and

the public. In recent years, a lot of research has

been done but often they are done on univariate

or bivariate air pollutant elements. In this paper,

we presented a Deep Learning model to predict air

quality by leveraging monitoring station data from

2017 to 2019. We opted CNN-LSTM base model

due to the salient feature of efficient feature ex-

traction and perseverance of historical information.

Furthermore, a temporal analysis of air quality in

Seoul, the Republic of Korea from 2017 to 2019 on

various air pollutants elements such as CO, PM2.5,

PM10, SO2, NO2 and O3. RMSE, MAE and MAPE

choose to evaluate model performance. The results

demonstrate that the proposed model generate

promising results in term of efficiency and fore-

casting AQI. In future, we explore an intercorrelat-

ion between AQI and weather index and evaluate

various cities datasets.
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