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1. INTRODUCTION   

Environmental pollution has become an issue all

over the world, and traffic congestion and air pol-

lution have become serious problems in big cities

in each country. In addition, air pollution issues

have attracted attention in Korea due to various

causes such as dust, industrial, factory, and auto-

mobile soot. Large cities in various countries are

implementing various policies to prevent and im-

prove such environmental pollution. Among these

various policies, public bicycles are installed and

operated in each city to solve not only environ-

mental pollution but also traffic problems. Public

bicycles are public transport systems that have a

process of renting and returning bicycles at low

prices by installing a self-governing lending fa-

cility in a country or local government [1-3]. They

are convenient to use and are mainly used for short

distances [4-7]. As a result, they are part of move-

ment by means of transportation such as private

use, bus, taxi, etc. In Korea, public bicycles first

started in 2008 under the name “Nubiza” in Chang-

won City [8]. According to the National Transpor-

tation Research Institute’s survey on bicycle use

in 2016, it was found that public bicycles operated

in 12 cities nationwide by 2016 [9-10]. At present,

Seoul City has expanded public bicycle rentals, so

public bicycles have become available throughout

the city. Consequently, the demand for public bi-

cycles and the investment of each local govern-

ment will increase. The municipalities that imple-

ment a public bicycle policy collect historical data

of the public bicycles being operated and are man-
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aged by each local government or private enter-

prise. As of April 2017, the average daily lending

amount was 400 at 38 lenders. In other cities, public

bicycle data is stored in real time, but it is not

utilized. Therefore, research using the collected bi-

cycle data is needed. In this study, the public bi-

cycle data of Suncheon city, the daily weather data

of the Korea Meteorological Administration, and

the air information data of Korea Environment

Corporation are collected.

This study proposes a bicycle rental amount

prediction method considering only the factors that

are significant among the collected data. Firstly,

the data for generating the predictive model is col-

lected and the collected data is subjected to cross

validation and principal component analysis. Se-

condly, data that satisfies the significance level is

adopted through multiple regression analysis.

Thirdly, the study makes a prediction about the bi-

cycle rental amount given the significant variables

as the input value of the prediction model. Finally,

the study confirms the accuracy of the prediction

method of the proposed bicycle rental amount.

The composition of this paper is as follows. In

Section 2, we introduce the existing research re-

lated to the prediction model. Section 3 describes

the data specification and prediction model design

used in the proposed prediction model. Section 4

describes the implementation and accuracy of the

proposed prediction model. Finally, Section 5 pres-

ents conclusions and future research directions.

2. RELATED RESEARCH 

Unstructured data refers to a data form which

is not being structured. It is quite difficult to make

an attempt on informatizing a certain relationship

identified in a large amount of data shared on the

internet effectively. Also, sometimes an answer

can be obtained from the personal insight into the

data rather than from the data itself, or acquire a

new insight through analysis [11]. Big data is being

used widely in the services sector or for social ana-

lytics and its demand for the construction of infra-

structure for social analytics employing the online

wording or related wording is constantly increas-

ing as well [12]. At the same time, the various

types of infrastructures for social analytics are be-

ing recommended along with the approach to end-

users based on the public trend and its changes,

as well as the changes in the wording in them. It

is also necessary to consider what kind of data

should be used. Although it is possible to proceed

with research or marketing based on the self-col-

lected data but such a way may become quite a

burden when learning about big data for the first

time. As dataset itself has considerable value, it is

not common to provide it openly for personal profit.

However, a number of websites are offering a ser-

ies of quality datasets currently. Meanwhile, in the

Republic of Korea, the Big Data Campus is provid-

ing necessary infrastructure but as its demerit is

that it is available for offline use only and those

who wish to use the infrastructure will have to ac-

tually visit Sangamdong. Despite such a negative

aspect, it is quite helpful for learners of big data.

2.1 Multi Regression Analysis

Regression analysis is a statistical method to

explain causal relations in nature or in society with

explanatory variables to influence and response

variables to be influenced. A regression model ex-

presses response variables with the function of ex-

planatory variables, and an estimated regression

model is used to predict the values of response

variables with those of explanatory variables. Bin-

omial types expressed in Boolean values are used

for response variables in regression analysis. When

there are three values of response variables or

more, multinomial and continuous types are used.

Regression analysis, in general, is on the premise

of linear relations between independent and de-

pendent variables. There are interactive effects in

such linear relations just like the increasing values

of independent variables will lead to the certain in-
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crease or decrease of dependent variables between

weight and height, for instance. Eq. (1) shows a

linear functional formula to present relations be-

tween correlated independent and dependent varia-

bles[13]. Multiple regression analysis has the same

basic concept as simple linear regression analysis,

but it uses two independent variables or more.

Predictive abilities can be increased by using many

different independent variables. This model was

used to match linear relations between Y group of

quantitative dependent variables and X group of

independent variables.

                (1)

2.2 Principal Component Analysis

PCA is a technique of unsupervised learning to

reduce information loss of multi-dimensional input

vectors through analysis and to return them to

lower-dimensional vectors. It is one of the multi-

variate data processing techniques presented in a

couple of principal component values. When there

is a vector of n dimension, eigenvector is obtained

through average vector and variance covariance

matrix from the application of Eq. (2) and (3)[14].

Then eigenvector is arranged according to the size

of the corresponding proper value to add a new

matrix. The new matrix is applied as a trans-

formation matrix to convert vector x into vector

y as seen in Eq. (4)[14]. Then new variables in row

y have non-correlation and are arranged in the or-

der of monotone decreasing variance to reduce the

dimensions with the big principal components of

high variance value.

    (2)

    (3)

   





(4)

2.3 Data Imputation

The raw data used for data analysis or pre-

diction model can be collected in various ways. The

missing values are often found in raw data ob-

tained from observations or experiments, and those

data with such missing value are commonly dis-

carded; thus resulting in information loss and gen-

eration of an analysis model that is biased toward

a particular data. Especially, research on the stat-

istical models to be used for analyzing the data

containing the non-negligible missing values is

still being carried out actively by many statis-

ticians [15-18]. Studies on the methods of im-

putation, one of the statistical methodologies that

can analyze the data with missing value or non-re-

sponse, are also being conducted widely. As such,

this paper aims to apply such imputation technique

to the transmission power analysis & prediction

model after modifying (complementing) it. It is es-

sential to understand the data missing mechanism

to determine an appropriate imputation technique.

The data missing mechanism refers to the correla-

tion between the missing value and data variables.

The data missing mechanism can be distinguished

as Missing Completely At Random (MCAR),

Missing At Random (MAR), or Non-Ignorable

(NI) according to the dependency of data missing

on these variables. MCAR means that data missing

is unrelated to any variables regardless of a miss-

ing value being included in a variable. In this case,

the missing data is distributed randomly. Missing

at Random refers to a condition wherein data miss-

ing is related only to the variables with missing

value. Non-negligible refers to a condition wherein

data missing is related only to the variables with

a missing value.

3. DESIGN OF PREDICTION MODELS USING 
DATA

Fig. 1 shows the overall system flow diagram

for the design of the prediction model proposed in

this study and the accuracy measurement. The

proposed system consists of five stages: Big Data

collection, preprocessing, data analysis, prediction

model generation, and model verification. At first,
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the study analyzes the data affecting the bicycle

rental amount, the Korea Environment Corpor-

ation's real-time atmospheric information, which

is the data affecting the amount of rental, and the

daily weather data of the weather agency are col-

lected. Secondly, unstable data such as missing or

outliers are included in the data collected before

analysis and this data reduces the stability and ac-

curacy of the model. Therefore, preprocessing was

performed to remove the data. Thirdly, the re-

gression analysis confirms the relationship be-

tween the daily rental amount, the real-time wait-

ing information, and the daily weather of the Korea

Meteorological Administration to generate a pre-

diction model that best predicts the bicycle rental

amount. Fourthly, eliminating the independent var-

iables through the previous regression analysis, a

daily bicycle rental amount prediction model is cre-

ated based on cross validation, multiple regression

analysis, and principal component analysis. Finally,

the study compares the accuracy and error rate of

the predictive model with the final selected factors

and the predictive model with the unnecessary

factors.

3.1 Big Data Collection

The data used in this study collected domestic

weather data, atmospheric data, and Suncheon

public bicycle data from December 20, 2015 to

December 14, 2017. The weather and air data are

based on data provided by the Korea Meteorologi-

cal Administration and the Korea Environment

Corporation. Details of the collected data are as fol-

lows: Firstly, weather data of KMA provides in-

formation on average temperature, maximum tem-

perature, minimum temperature, cloudiness, pre-

cipitation, average wind speed, and maximum in-

stantaneous wind speed. In this study, the data of

the meteorological office is used in units of one day

to generate a forecasting model between the

weather and daily bicycle lending amount. Second-

ly, the Korea Environmental Protection Agency's

atmospheric information data is composed of in-

formation on air pollution measured by region and

provides information on a daily average and hourly

basis. In this study, daily average data was used

to generate a bicycle lending forecasting model.

Thirdly, the public bicycle operation data provided

from Suncheon city was used. Operational data

consisted of 11 variables including bike unique ID,

rental time, return time, and terminal name. A total

of 102,329 types of data was used.

3.2 Big Data Preprocessing

Before the data analysis, a preprocessing proc-

ess was performed to remove the anomaly data

that may affect the accuracy and stability of the

analysis model. Operational data includes not only

the outliers of user's cause such as confirmation

that the bicycle failed after rental by the user and

immediate return due to remorse, but this has no

Fig. 1. Overall Flow Chart of Predictive Model Genera-

tion and Verification.
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relation with the amount of rental from actual bi-

cycle data because the data can reduce the accu-

racy rate in the prediction model generation and

is classified as abnormal data. The above data was

selected when the user's rental time and return

time were less than one minute, or the driving sta-

tus event was not a rental event such as break-

down or movement. Unlike existing studies, the

missing data imputation method proposed in this

study adopted an algorithm wherein the MLE and

K-NN algorithms are combined. Compared to the

existing K-NN algorithms, which determine the

imputation value based on small-size or partial da-

ta, this algorithm can be used for large-size data

or for all the data. Table 1 gives a description of

each variable.

Fig. 2 shown the flow cahrt for missing value

data imputation in data preprocessing part. A data

correction technique included in a preprocessing

process first replaces missing values from the col-

lection of raw data with the result values of max-

imum likelihood estimation for the entire data. The

goal is to enable the utilization of observed data

in instances including missing values in the appli-

Table 1. Data Set.

Value Name Explanation

 Average temperature Average Celsius temperature for the day

 Highest temperature Maximum Celsius temperature for the day

 Lowest temperature Minimum Celsius temperature for the day

 Cloudiness Average daily cloud amount, 0.0 to 10.0

 Precipitation Total daily precipitation

 Average wind speed Average daily wind speed

 Maximum wind speed Maximum daily wind speed

 PM10 A density of 10 μm or less in diameter, fine dust

 PM2.5 A density of 2.5 μm or less in diameter, ultrafine dust

  Sulfur dioxide

  Nitrogen dioxide

  Ozone

  Carbon monoxide

Fig. 2. Flow Chart of Data Imputation using MLE and KNN.
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cation of a K-Nearest Neighbor algorithm. The

maximum likelihood estimation result value of an

instance among the instances of maximum like-

lihood estimation is changed into a missing value

to apply a K-Nearest Neighbor algorithm to the

entire data except for the instances changed into

missing values to calculate the estimated value of

a missing value. The third approach is to determine

the estimated value to replace a missing value by

applying a K-Nearest Neighbor algorithm to an in-

stance with a missing value. The preprocessing

process proceeds with corrected missing values.

3.3 Selection of factors influencing rental amount

Principal component analysis and multiple re-

gression analysis were conducted after cross vali-

dation to analyze the effect of collected data on

rental amount. Cross-validation can solve the

problem that model accuracy is reduced by under-

fitting when model is learned with less data. In this

study, K-Fold validation was used to divide the

data into K folds. One-Fold was used as the ver-

ification data and the rest was classified as the

training data. In general[19], when K-Fold-Vali-

dation is used, K is used as a method of adding

or subtracting from 10, and K is set to 8 to 16 in

this study. Fig. 3 is a schematic diagram that sepa-

rates training data and verification data when k is

4 during K-Fold verification. Principal component

analysis is an analytical method that uses the var-

iance covariance relationship between the data to

find the principal component represented by the

linear combination and to reduce the dimension to

the important K main components and to utilize it

in model development. The principal component

analysis is performed before the regression analy-

sis because of the characteristics of the regression

analysis. The multi collinearity of the regression

coefficient becomes unstable due to the strong cor-

relation between the independent variables.

Therefore, the effect of independent variables on

dependent variables cannot be accurately explained.

Principal component analysis was performed to

improve the accuracy of the prediction model.

Multiple regression analysis is applied to a re-

gression model in which there are two or more in-

dependent variables and each independent variable

has a linear relationship with the dependent variable.

Table 2 shows the principal component analysis

results. The main component of the independent

variables was the cumulative proportion of 85% or

more.

Table 3 show multiple regression results. To

apply the principal component analysis to the re-

gression analysis, the matrix data is subjected to

principal component analysis on the existing data.

Multiple regression analysis was used to exclude

independent variables that did not meet the sig-

nificance level of 0.05 to find significant independ-

ent variables for dependent variables. As a result,

Fig. 3. The K type value is 4 the state of k-fold cross- 

validation.

Table 2. Principal component analysis result

Classification
Standard
Deviation

Proportion
of Variance

Cumulative
Proportion

PC1 2.0065 0.4474 0.4474

PC2 1.4367 0.2294 0.6767

PC3 1.2308 0.1683 0.8450

PC4 0.9404 0.0982 0.9433

PC5 0.4781 0.0254 0.9687

PC6 0.4432 0.0218 0.9905

PC7 0.2329 0.0060 0.9966

PC8 0.1646 0.0030 0.9996

PC9 0.0617 0.0004 1.0000
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p-values of average temperature, maximum tem-

perature, precipitation, fine dust, and ultrafine dust

data were measured to be less than 0.05, which was

confirmed to be a significant variable to the amount

of bicycle lending.

4. MODEL ANALYSIS RESULT

Table 4 shows the development environment for

the design and verification of the proposed pre-

diction model. Currently, R and Python are used

as the data analysis language.

R is a language optimized for statistical calcu-

lations. It has the advantage of providing various

data types and packages needed for statistical cal-

culation, but it has a disadvantage of limited use

range. Python offers a variety of statistical calcu-

lation packages, but it can be used more univer-

sally than R. In the proposed study, R is used as

a data analysis language and Python is used as a

prediction model verification and evaluation lan-

guage.

In this study, we compare the performance of

various prediction models generated through mul-

tiple regression analysis. The performance evalua-

tion was carried out based on nine lending factors.

The error was calculated for the accuracy of the

model. The error is root mean square error (RMSE).

The error can be measured by comparing the dif-

ference between the actual lease amount and the

predicted lease amount. RMSE can be expressed

by Eq. (5).  and 
′ in Eq. (5) is the number of

actual measured leases and the number of pre-

dicted leases, respectively. It is the square root of

the root-mean-square and is based on the standard

deviation, so that large errors can be minimized.








  



 


 (5)

Table 5 shows the accuracy and error of pre-

dictive models generated by regression analysis

after principal component analysis and data impu-

tation. To find the optimal prediction model, simple

regression analysis with dependent variable and

independent variable 1:1, and multiple regression

analysis with dependent variable and independent

variable in 1:N format were conducted. As a result,

the accuracy increases as the degree of independ-

ent variables increases. However, the model with

the highest accuracy was confirmed to have accu-

racy of 80.89% for the model consisting of precip-

itation, average temperature and maximum tem-

perature.

Table 6 shows the accuracy and error rate of

the predictive models generated through regression

analysis after cross validation. The cross-vali-

dation was conducted in K-Fold method. Regres-

sion analysis showed that the significance level of

each independent variable was 0.05 or less. Using

Table 3. Multiple regression analysis.

Classification Standard Coefficient Standard Error t-Value p-Value

Average Temperature -13.490 2.0545 -6.566 1.18e-10

Highest Temperature 24.529 2.0273 12.099 2e-16

Precipitation -3.228 0.3780 -8.525 2e-16

PM10 -1.319 0.3078 4.286 2.14e-05

PM2.5 -2.857 0.5368 -5.322 1.48e-07

Table 4. Development Environment.

Classification Details

CPU Intel Core i7-6800K 3.4GHz

RAM 24GB

Analysis Language R, Python

Verification
Language

Python 3.8

IDE Pycharm 2020, R-studio 1.3
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the significant variables, we constructed the model

and measured the accuracy and error rate of the

model according to the number of intersection ver-

ification. The number of cross validation crosses

was set from 8 to 14 at least. The verification result

showed the highest performance when k was 11.

Table 7 shows the results of the accuracy and

error rate of the predictive models generated

through regression analysis after correlations be-

tween variables were analyzed by cross validation

and principal component analysis. The cross vali-

dation was carried out using K-Fold method. The

multiple regression analysis showed that the sig-

nificance level of each independent variable was

less than 0.05, and the model was constructed to

measure the accuracy and error rate of the model

according to k of the cross validation. The cross

validation k was set from 8 to 12 at least. When

k is 12, the highest accuracy and the lowest error

rate were confirmed.

5. CONCLUSION AND DISCUSSION

In this study, bicycle rental amount per day was

predicted by using cross validation, principal com-

ponent analysis and multiple regression analysis,

imputation method. Through cross validation, the

occurrence of underfitting was eliminated, the cor-

Table 5. Data Imputation and regression analysis.

Classification Degree Analysis method Accuracy

Simple
regression

1

Rental amount <- Average temperature 31.29%

Rental amount <- Highest temperature 62.01%

Rental amount <- Average temperature 57.69%

Rental amount <- PM10 3.13%

Rental amount <- PM2.5 4.10%

Multiple
regression

2

Rental amount <- Precipitation + Highest temperature 70.42%

Rental amount <- Precipitation + Average temperature 58.92%

Rental amount <- Precipitation + PM10 19.54%

Rental amount <- Precipitation + PM2.5 42.11%

Rental amount <- Highest temperature + Average temperature 55.77%

Rental amount <- Highest temperature + PM10 62.16%

Rental amount <- Highest temperature + PM2.5 51.46%

3

Rental amount <- Precipitation + Average temperature +
Highest temperature

80.89%

Rental amount <- Precipitation + Highest temperature + PM10 68.75%

Rental amount <- Precipitation + Average temperature + 2.5 66.92%

4

Rental amount <- Precipitation + Average temperature +
Highest temperature + PM10

76.74%

Rental amount <- Precipitation + Average temperature +
Highest temperature + PM2.5

72.51%

8 Rental amount <- All variables 72.05%

Table 6. Cross validation and regression analysis.

k-value Accuracy RMSE

8 77.16% 8.20%

9 71.97% 9.20%

10 77.67% 7.90%

11 85.51% 5.50%

12 78.45% 6.80%

13 68.49% 10.60%

14 69.26% 10.90%
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relation between each variable was analyzed by

principal component analysis, and significant vari-

ables were selected by regression analysis. The

accuracy of the prediction method considering only

the selected significant variables was improved by

5% and the errors were reduced compared to all

variables. To evaluate the performance of the pre-

diction model, various prediction models were gen-

erated and compared. As a result, the accuracy of

the prediction model through all three analyzes was

excellent at 86.04%. Because the forecast for the

daily average lending amount was carried out, the

data variance was larger than the hourly forecast

and the effect on the precipitation dependent varia-

ble was found to be abnormally higher than the ef-

fect of other independent variables on the depend-

ent variable. In the future, we will conduct research

on forecasting the amount of rental per hour by

utilizing public bicycle data of various cities as well

as public bicycle data of two years. Based on the

data correction algorithm used in the study, a se-

mantic data analysis system will be built to resolve

the imbalance of additional large data and figure

out semantic correlations among data.
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