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Introduction
Periodontitis, the most prevalent chronic inflammatory 

disease, is characterized by the progressive destruction of 

tooth-supporting structures. The loss of periodontal tissues 
contributes to tooth mobility and eventual tooth loss,1-3 
which affects the effectiveness of mastication, swallowing, 
and digestion and thus permanently impairs quality of life.4 
Bone remodeling, inflammation, and periodontal regen-
eration can be associated with systemic diseases, medica-
tions,5 serum lipid impairment, and cardiovascular health.6 
Nonetheless, periodontitis has been associated with several 
health problems. An accurate periodontitis diagnosis is cru-
cial for effective treatment planning. Currently, the cate- 
gorization of periodontitis has been updated and further 
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ABSTRACT

Purpose: Periodontitis, the most prevalent chronic inflammatory condition affecting teeth-supporting tissues, is 
diagnosed and classified through clinical and radiographic examinations. The staging of periodontitis using panoramic 
radiographs provides information for designing computer-assisted diagnostic systems. Performing image segmentation 
in periodontitis is required for image processing in diagnostic applications. This study evaluated image segmentation 
for periodontitis staging based on deep learning approaches.
Materials and Methods: Multi-Label U-Net and Mask R-CNN models were compared for image segmentation to 
detect periodontitis using 100 digital panoramic radiographs. Normal conditions and 4 stages of periodontitis were 
annotated on these panoramic radiographs. A total of 1100 original and augmented images were then randomly divided 
into a training (75%) dataset to produce segmentation models and a testing (25%) dataset to determine the evaluation 
metrics of the segmentation models.
Results: The performance of the segmentation models against the radiographic diagnosis of periodontitis conducted 
by a dentist was described by evaluation metrics (i.e., dice coefficient and intersection-over-union [IoU] score). Multi-
Label U-Net achieved a dice coefficient of 0.96 and an IoU score of 0.97. Meanwhile, Mask R-CNN attained a dice 
coefficient of 0.87 and an IoU score of 0.74. U-Net showed the characteristic of semantic segmentation, and Mask 
R-CNN performed instance segmentation with accuracy, precision, recall, and F1-score values of 95%, 85.6%, 88.2%, 
and 86.6%, respectively.
Conclusion: Multi-Label U-Net produced superior image segmentation to that of Mask R-CNN. The authors 
recommend integrating it with other techniques to develop hybrid models for automatic periodontitis detection.  
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classified based on a multidimensional staging and gra- 
ding system. The previous classifications of “chronic” and 
“aggressive” are now merged into a single category called 
“periodontitis.” According to the 2017 World Workshop on 
Classification of Periodontal and Peri-Implant Diseases and 
Conditions,1 periodontitis stages are determined by severity  

(based on interdental clinical attachment loss level, the de-
gree of radiographic bone loss [RBL], and the number of  
teeth lost due to periodontitis), complexity, extent, and dis-
tribution. RBL related to periodontitis is commonly assessed  
on panoramic radiographs. Periodontitis staging indicates 
the severity of the condition and is utilized to assess the 
complexity of disease management. In addition to facili-
tating communication with patients and dental clinicians, 
periodontitis staging on panoramic radiographs based on 
RBL contributes to prognostication and treatment planning.

Digital radiography is advancing and driving emerging 
studies on pattern recognition and artificial intelligence to 
assist oral radiologists in delivering accurate and repro-
ducible assessments.7 Image segmentation, which refers to 
the process of identifying essential image components, is 
a fundamental task in biomedical image processing. High- 
accuracy biomedical image segmentation using computer 
vision has become a substantial challenge for providing 
a basis for further image processing in numerous clinical 
applications.8 The U-Net architecture has been extensively  
studied for the segmentation of biomedical images due to its 
ability to generate precisely segmented images using a small 
amount of training data8,9 and its popularity is shown by  
its widespread use with all major primary imaging modali- 
ties, such as computed tomography scans, magnetic reso- 
nance imaging, X-rays, and microscopy.9 However, res- 
earch on U-Net models for the segmentation of panoramic 
radiographs for periodontitis staging in comparison with 
other deep learning methods remains limited. Nevertheless, 
several investigations have aimed to detect periodontitis us-
ing radiographic images based on deep learning, including 
Faster R-CNN as a deep learning method for digital panora- 
mic radiographs,10 a deep convolutional neural network 

(CNN) algorithm for detecting alveolar bone loss in peri-
apical radiographs,11 and a deep learning hybrid method for 
panoramic radiographs.12,13

Deep learning techniques are currently being widely  
applied to aid dentists and oral radiologists in assessing dis- 
eases with a higher accuracy of radiographic observations, 
while saving time and preventing fatigue-related misdiag-
noses. The image segmentation method proposed in this 
work is anticipated to contribute to the future development  
of these techniques. This study aimed to compare the per- 

formance of 2 computational vision models - namely, Multi- 
Label U-Net and Mask R-CNN - in segmenting panoramic 
radiographs to detect and stage periodontitis according to 
RBL and determine the best segmentation method. These 
results would be helpful in developing further computer- 
assisted periodontitis diagnosis techniques based on radio-
graphic findings. 

Materials and Methods
Dataset
Digital panoramic radiographs were retrospectively col-

lected from 100 patients who underwent panoramic radio-
graphic examinations to support their oral treatments at the 
Dental Hospital of Universitas Gadjah Mada between May 
and June 2017. All the images were taken at this dental 
hospital for diagnostic and treatment planning purposes. No 
panoramic radiographs were primarily taken for this study, 
and only panoramic radiographs of acceptable diagnostic 
quality were included. Radiographs with poor quality due 
to an unusual head position, metal or motion artifacts, or 
the presence of deciduous teeth or severe tooth crowding 
were excluded from this study. This work was approved by 
the Committee of Health Research, Faculty of Dentistry, 
Universitas Gadjah Mada, Indonesia (Ref. 00482/KKEP/
FKG-UGM/EC/2020). The panoramic radiographs were 
taken using Vatech Pax-I PCH-2500 (Vatech Global, Seoul, 

Fig. 1. Flowchart of training and testing in this study. IoU: intersec-
tion over union.
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Korea) and exported in BMP format with dimensions of 
2868×1504 pixels. 

Figure 1 displays the flowchart of the study. In this study, 
image segmentation was performed in 2 steps: training 
and testing. As illustrated in Figure 1, training and testing 
were conducted sequentially. Training was performed as 
the initial step, starting with generating ground truth data. 
To obtain the ground truth data, a dentist and a periodontist 
collaborated to manually annotate all the digital panoramic 
radiographs. Before annotating the panoramic radiographs, 
they calibrated the staging of periodontitis by consensus to 
classify RBL according to the new (2017) classification of 
periodontal and peri-implant diseases1 (Table 1). This con-
sensus served as a reference for radiographic annotations. 

Figure 2 presents the results of image annotations in this 
study. As shown in Figure 2, annotations were made by 
marking the alveolar crest and alveolar bone surrounding 
each tooth (square box on panoramic radiograph). The stag-
ing of periodontitis was determined by a dentist (shown as 
a number in upper left corner of the annotated box) based 
on the RBL1 (Table 1) and served as the ground truth for 
periodontitis classification during image segmentation. 
The alveolar bone surrounding the severe crowding teeth 

was left unannotated in Figure 2. All annotations were per-
formed, with no difference between the anterior and poster- 
ior regions for horizontal and vertical bone loss. As long 
as the alveolar bone and alveolar crest could be observed, 
annotation was performed despite the presence of retained 
roots, tooth malposition, and mild tooth crowding.

All panoramic radiographs that were annotated under-
went image pre-processing through data augmentation and 
image resizing. Through data augmentation, 1000 images 
were produced from 100 original digital panoramic radio-
graph images. As a result, a total of 1100 images were used 
in this study, consisting of 100 original images and 1000 
augmented images. For the purpose of image segmentation, 
datasets were obtained from the region of interest (ROI) of 
annotated areas on panoramic radiographs depicting RBL 
with various stages of periodontitis in the alveolar bone 
and interdental alveolar crest. Therefore, the datasets in the 
study consisted of 5 classes of periodontitis (normal, stage 
1 periodontitis, stage 2 periodontitis, stage 3 periodontitis, 
and stage 4 periodontitis) and each radiograph could pro-
duce datasets for different stages of periodontitis. From 
1100 images, 9907 annotated ROIs were provided, which 
were used as data in the study. The distribution of the data 
is presented in Figure 3. The number of ROIs for normal 
conditions, stage 1 periodontitis, stage 2 periodontitis, stage 
3 periodontitis, and stage 4 periodontitis was 2233, 3118, 
1538, 2461, and 557, respectively.

The 9907 ROIs from the original and augmented pan-
oramic radiographs that had been annotated were further 
randomly divided into training (75%) and testing (25%) 
datasets. The training dataset was divided into training and 
validation datasets (Fig. 1) and then fed into deep learning 
algorithms to generate segmentation models. Two algorithm  
models were used for image segmentation: Multi-Label 
U-Net described by Dev et al.14 and Mask R-CNN from 

Fig. 2. Annotated panoramic radio-
graph for image segmentation. The 
alveolar crest and alveolar bone of 
each tooth are annotated by drawing 
a square box around them. A number 
in the upper left corner of the anno-
tated box indicates the RBL-based 
periodontitis staging. Annotations 
are not made on the alveolar bone 
surrounding severely crowded teeth. 
RBL: radiographic bone loss.

Table 1. Staging of periodontitis adapted from the periodontitis 
classification1

Stages Description

Normal No radiographic bone loss
Stage 1 Radiographic bone loss<15%
Stage 2 Radiographic bone loss 15% to 33%
Stage 3 Radiographic bone loss extending to the mid-third of 

root and beyond, with loss of ≤4 teeth
Stage 4 Radiographic bone loss extending to the mid-third of 

root and beyond, with loss of ≥5 teeth
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another previous study.15

The final step was testing the segmentation models from 
the previous training phase (Fig. 1). The testing dataset, 
which comprised 25% of the total sample, contained sepa- 
rate radiographs that were not used in the training phase. 
Both Multi-Label U-Net and Mask-R CNN classified peri- 
odontitis automatically based on the segmentation models  
generated during training. Annotated panoramic radio-
graphs were used as the ground truth. The accuracy of Multi- 
Label U-Net and Mask-R CNN for detecting and classi-
fying periodontitis was determined by comparing the seg-
mentation results from the testing phase to the ground truth, 
and it was quantitatively evaluated using the dice coeffi-
cient and intersection-over-union (IoU) score as segmenta-
tion metrics. If the threshold of the metrics was under 0.5,  
then parameter modification or tuning was conducted. The 
best model produced during training was then employed 
for segmentation during testing to detect and classify the 
stages of periodontitis on panoramic radiographs.

Pre-processing and image augmentation
Image rotation from -5° to 5° was applied as an aug-

mentation technique to overcome the drawback of unbal-
anced sample groups. In this study, identical algorithm 
models completed without data augmentation were also 
employed and compared with the previous model for which 
image augmentation was used. Pre-processing was conduct-
ed by resizing the annotated images to meet the image size 
specification for each architecture model. An image size 
of 128 ×128 is needed as input for Multi-Label U-Net.14 
Meanwhile, given that image size has no significant influ- 
ence on Mask R-CNN, the original, unresized images were 
assigned as input for this algorithm model.

Multi-Label U-Net
The Multi-Label U-Net model used in this work was pre-

viously developed for analyzing sky and cloud images.14 
This U-Net model contains several convolution layers with 
down-sampling, followed by up-sampling and another con-
volution layer to the point where the output is the same size 
as the input (128×128). Thus, the process appears similar 
to a U shape. U-Net was first proposed for the segmenta-
tion of electron microscopy images in biomedical applica-
tions.16 In this study, similar biomedical images in the form 
of plain X-ray radiographs were segmented to detect 5 
classes (i.e., normal conditions and 4 periodontitis stages).  
Therefore, Multi-Label U-Net was utilized to produce a ter-
nary mask that can segment multiple types of cloud images.  
The ternary segmentation output has grayscale values of 
0, 64, 128, 192, and 255, which were used in this study to 
represent different conditions, such as background, normal, 
stage 1 periodontitis, stage 2 periodontitis, stage 3 peri-
odontitis, and stage 4 periodontitis.

Mask R-CNN
The algorithm model of Mask R-CNN was based on the 

previous faster R-CNN model.15 Mask R-CNN processes 
fundamentally use the CNN backbone architecture to obtain  
feature maps and region proposals and then give a region 
output. Next, ROI aligns process the feature maps and region  
to another FC layer and convolutional layer. The FC layer is  
then split into 2 different layers: the softmax layer, which 
contributes the class label, and the regression layer, which 
serves as the bounding box. Finally, the convolutional layer  
is formed to generate a binary mask for each class. Mask 
R-CNN also uses transfer learning from significant data (i.e., 
the COCO dataset training weights).17

Evaluation methods for image segmentation
The output of the Multi-Label U-Net and Mask R-CNN 

models was evaluated to validate the data and determine the 
reliability of image segmentation for periodontitis detec- 
tion and classification. Two related metrics were used to 
measure performance in terms of the similarity between 
predicted segmentation and ground truth images (i.e., the 
annotated area on a panoramic radiograph).

Two metrics were used to evaluate image segmentation: 
the Sørensen dice coefficient and the IoU score or Jaccard  
similarity index. In the image dataset, several ground truth 
regions were annotated. The model developed during train- 
ing was validated by computing the dice score, which quan- 
tifies object similarity and is defined as the ratio of the over-
lap of two segmentations to the total size of two objects.  

Fig. 3. Distribution of data based on the staging of periodontitis deter- 
mined by radiographic bone loss on panoramic radiographs.
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IoU is a metric for assessing the accuracy of object detec- 
tion on a given dataset and determining the overlap be-
tween 2 bounding boxes or masks. If the predicted and 
ground truth bounding boxes perfectly overlap, then 
IoU =1. The formulas for the dice coefficient and IoU 
score (Jaccard similarity index) are shown in Equations (1) 
and (2):

 2 ||A∩B||
Dice (A, B) = ---------------  (1)
 ||A|| + ||B||

 ||A∩B||
Jaccard (A, B) = ----------  (2)
 ||A

∩

B||

where A is the predicted segmentation mask and B is the 
ground truth mask. The symbol ∩ represents intersection, 
while 

∩

 represents union. Equations 1 and 2 were applied 
to Multi-Label U-Net and Mask R-CNN to produce the 
dice coefficient and IoU score as evaluation metrics. In this 
study, these 2 metrics were then used to evaluate the results 
of image segmentation of panoramic radiographs for peri-
odontitis detection. 

 

Results
Image segmentation by Multi-Label U-Net
The default parameters for the training ternary mask of 

Multi-Label U-Net were based on a previous study.14 The 
default parameters used for training are listed in Table 2 
and were utilized to conduct a focused analysis. During 
training, model loss was calculated to evaluate the learning 
process.

The effect of image augmentation on the evaluation met-
rics for Multi-Label U-Net was investigated, and the results 
are shown in Figure 4. Data augmentation was found to 
affect the evaluation metrics for Multi-Label U-Net. With-
out augmentation, the dataset would have been constrained 
by its small size and lack of variation, leading to model 
underfitting. Image augmentation added new image data 
to Multi-Label U-Net and improved its performance by  

enabling it to learn from significant data variation.
The effect of tuning parameters, such as optimizers and 

learning rate values, on the evaluation metrics was also 
investigated, and the results are shown in Figure 5. The 
learning rate was found to be critical for both evaluation 
metrics. The optimal learning rate was 1×10-4, and values 
less than or greater than 1×10-4 tended to produce a sub-
optimal model.

The best segmentation model on panoramic radiographs 
was identified for the classification of periodontitis stag-
ing. The model was stored in a .json file, and the trained 
weights were stored in an .h5 file. A snippet of the peri-
odontitis segmentation ternary mask output is displayed 
in Figure 6. As illustrated in Figure 5, the dice coefficient 
and IoU score of Multi-Label U-Net were 0.97 and 0.98, 
respectively. The best evaluation metrics of Multi-Label 
U-Net were obtained from a combination of RMSprop  
optimizers with a 1×10-4 learning rate.

Table 2. Multi-Label U-Net parameters used in the training process

Parameters Description

Augmentation Yes
Optimizers Adam
Learning rate 1 × 10-4

Epochs 10
Steps per epoch 1000

Fig. 4. Effects of data augmentation on the evaluation metrics of 
Multi-Label U-Net and Mask R-CNN. IoU: intersection over union.

Fig. 5. Effects of the optimizer and learning rate on the evaluation 
metrics of Multi-Label U-Net.
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Image segmentation by Mask R-CNN
Similar to Multi-Label U-Net training, Mask R-CNN 

also used augmented images divided into training and test-
ing datasets at a proportion of 0.75 : 0.25. The parameters 
of the training process in Mask R-CNN are listed in Table 3.

The effect of data augmentation on the evaluation metrics 
for Mask R-CNN was investigated, and the results are pre-
sented in Figure 4. Both evaluation metrics were improved 
by using data augmentation in the Mask R-CNN algorithm. 
Nevertheless, Figure 4 reveals that the evaluation metrics 
of Mask R-CNN were not as good as those of Multi-Label 
U-Net.

The influence of parameter tuning (i.e., the backbone 
parameter and learning rate), on the evaluation metrics 
of Mask R-CNN is shown in Figure 7. The learning rate 
also showed a significant role in both evaluation metrics.  
The optimum learning rate value for Mask R-CNN was 
1×10-3.

A comparison of an output snippet between a periodon-
titis segmentation mask and a ground truth mask is shown 
in Figure 8. The results of image segmentation using Mask 
R-CNN, as presented in Figure 7, revealed that the dice co-
efficient and IoU score of Mask R-CNN were 0.87 and 0.74, 
respectively. The best evaluation metrics for Mask R-CNN 
were achieved using the ResNet-101 backbone with a 
1×10-3 learning rate. 

U-Net has the characteristic of semantic segmentation, 

and Mask R-CNN has a function of instance segmentation. 
The latter allows the classification performance of each 
individual object to be measured using classification met-
rics. The performance of Mask R-CNN based on evalua-
tion metrics for each stage of periodontitis is summarized 
in Figure 9. When Mask R-CNN was used for data testing, 
the detection accuracy was 95%, with an average precision 
of 0.86, recall (sensitivity) of 0.88, and F1-score of 0.87 

(Fig. 9). As shown in Figure 9, using Mask R-CNN as the 
segmentation method provided the best detection results 
for stage 4 periodontitis, with a precision of 0.97, recall of 
0.95, and F1-score of 0.96. The evaluation metric results 
for segmentation showed that Mask R-CNN exhibited su-
perior performance for periodontitis diagnosis in compari-
son with the ground truth images.

Discussion

Periodontitis staging is critical for determining disease 
severity and carefully planning comprehensive treatment 
strategies. RBL is among the variables that can be used 

Fig. 6. Segmentation result of the Multi-Label U-Net model.

Fig. 7. Effects of the Mask R-CNN backbone and learning rate on the  
evaluation metrics.

Table 3. Mask R-CNN parameters used in the training process16

Parameters Description

Augmentation Yes
CNN backbone ResNet101
Learning rate 1 × 10-3

Epochs 10
Steps per epoch 1000
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to identify periodontitis stage. RBL less than 15% in the 
coronal third of the tooth root indicates stage I periodon-
titis, RBL ranging between 15% and 33% indicates stage 
II, and RBL extending to the middle third of the root and 
beyond indicates stages III and IV (Table 1).1 Panoramic 
radiographs are versatile images that can support dental 
and periodontal diagnoses and could be used to harvest in-
formation to build artificial intelligence models based on 
computer vision through several processes, such as image 
segmentation. The automatic detection and classification of 
periodontitis and other diseases can save time, reduce hu-
man error due to fatigue and an excessive workload,18 and 
aid oral radiologists in performing accurate and reproduc-
ible assessments.7

Image segmentation is commonly conducted by iden-
tifying important image components and then breaking 

down or partitioning the image into separate homogeneous 
regions. In most cases, segmentation is followed by classi-
fication.8,19 Owing to shape irregularities and natural ana-
tomical variations, the segmentation of medical and dental 
radiographs has become a considerable challenge. Inade-
quate imaging modalities can lead to low contrast, imbal-
anced exposure, noise, and a variety of image artifacts that 
complicate medical image segmentation.20 High-accuracy 
medical image segmentation must use computer vision to  
provide a foundation for further image processing in a range  
of diagnostic applications.8

A lack of variation in the dataset frequently leads to model  
underfitting.21 In this work, data augmentation was used to 
overcome the problem of an unbalanced dataset distribu-
tion (Fig. 2). Image augmentation produces a large number 
of image variations and increases data diversity. In line 
with previous studies,12,22,23 image rotation was used for 
data augmentation in this study. Several techniques, such 
as horizontal inversion10,12,23 and shifts of vertical align-
ment, brightness, sharpness, or contrast, can be applied for 
data augmentation in the image segmentation of panoramic 
radiographs.22 As presented in Figure 4, augmentation was 
performed with Multi-Label U-Net and Mask R-CNN and 
significantly improved the dice coefficient and IoU score 
of both deep learning models. The evaluation metrics of 
Multi-Label U-Net tended to be higher than those of Mask 
R-CNN (Fig. 4).

The dice coefficient and IoU score were used to evalu-
ate the image segmentation methods. As shown in Figures 
5 and 7, both methods were effective in segmenting peri-
odontitis on panoramic radiographs. In previous studies, 
the dice coefficient has also been utilized to evaluate the 
machine learning-based automatic segmentation of teeth on 

Fig. 8. Segmentation result of the 
Mask R-CNN model. The ground 
truth is represented by a green bound- 
ing box, and the detection result is 
represented by a red bounding box. 
The dice coefficient and IoU score 
are presented in the caption above 
the bounding box. IoU: intersection 
over union.

Fig. 9. The performance of Mask R-CNN for periodontitis staging. 
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panoramic radiographs,24 in a deep learning hybrid method 
for diagnosing periodontal bone loss and stage periodon-
titis,12 and in panoramic radiographs using Mask R-CNN 
and a novel calibration method for diagnosing periodonti-
tis.13

Because it divides the intersection by the union of the 
two areas, IoU has been widely used for quantifying the 
similarity between predicted and ground truth areas.25,26 
This metric has also been applied to assess a complete deep 
learning Mask R-CNN,27 compare 4 segmentation algo-
rithms (U-Net, DCU-Net, DoubleU-Net, and Nano-Net) for 
dental segmentation in panoramic radiographs,23 and evalu-
ate the ability of U-Net to detect caries lesions on bitewing 
radiographs.25

The use of deep learning in computer vision for medical 
image analysis has increased in recent decades. U-Net is a 
semantic segmentation model that employs convolutional 
layers using a symmetrical network architecture.23 Its archi-
tecture is defined by the pattern of convolutional network 
layers aligned in a U shape and the use of skip connections 
between them. The encoder is the left part of the “U”, and 
the decoder is the right part. The model condenses the in-
put in the encoder section, thereby increasing contextual 
information but decreasing precise positional information 
about objects. Through skip connections between the en-
coder and decoder layers, the decoder layer expands and 
combines contextual information with precise information 
about object locations.25

The U-Net architecture has been successfully implement-
ed with CNNs in a variety of vision tasks involving medi-
cal image segmentation and is capable of segmenting im-
ages with sparse training data.8,9 This semantic segmenta-
tion technique has also been applied in the segmentation of 
panoramic radiographs. Various U-Net models are effective 
for tooth segmentation in panoramic radiographs.23 U-Net 
also shows acceptable to high accuracy for the detection of 
proximal caries on bitewing radiographs.25 Although U-Net 
is a method for semantic segmentation, it has the potential 
for automatic periodontitis detection when combined with 
other classification techniques.

The effect of parameter tuning on the evaluation metrics 
of Multi-Label U-Net is shown in Figure 5. The learning 
rate was found to be important for both evaluation met-
rics, and 1 ×10-4 was the optimal value. A model with a 
learning rate of less than or greater than 1 ×10-4 might 
be suboptimal. In some cases, Multi-Label U-Net models 
with such high learning rates are incapable of learning any-
thing and produce a value of 0 for both evaluation metrics. 
During training, the learning rate defines how the model’s 

error weights are updated. The minimum gradient descent 
will not be reached with a low learning rate, but will be sur-
passed with a high learning rate. The other parameter, the 
optimizer, plays a minor role compared with the learning  
rate. With an optimal learning rate of 1 ×10-4, RMSprop 
can produce a better model than the Adam optimizer.

The effects of parameter tuning for the backbone and 
learning rate of Mask R-CNN on evaluation metrics are 
shown in Figure 7. The learning rate had a significant im-
pact on both evaluation metrics. For Mask R-CNN, the op-
timal learning rate was 1×10-3. The lowest learning rate of 
1×10-2 generated 0 values for the dice coefficient and IoU 
score of Mask R-CNN. Meanwhile, the other parameter 

(namely, the CNN backbone) had a minor role compared 
with the learning rate. The CNN backbone of ResNet-101 
tended to have more parameters and a deeper layer than 
ResNet-50. Therefore, ResNet-101 yielded a better model 
than ResNet-50 with an optimum learning rate of 1×10-3.  
However, both parameters produced 0 values for the dice 
coefficient and IoU score when the learning rate was 
1×10-2.

Image segmentation is used to identify, localize, and 
classify each individual object in an image. Semantic seg-
mentation categorizes each pixel of an object without indi-
vidually classifying the objects. By classifying, localizing, 
and segmenting each detected object, instance segmen-
tation combines these 2 common machine learning tasks 

(detection and semantic segmentation). Mask R-CNN is an 
extension of faster R-CNN, which utilizes a branch of con-
volutional networks to perform instance segmentation.17 
In this study, Mask R-CNN showed lower performance in 
image segmentation than Multi-Label U-Net. However, as 
an instance segmentation method, Mask R-CNN can be 
further developed for the segmentation and classification of 
periodontitis. Since Mask R-CNN performs instance seg-
mentation, it is able to specifically distinguish each indi- 
vidual object between teeth as a periodontitis stage on 
panoramic radiographs. This technique has been recently 
applied to automate tooth segmentation27 and the instance 
segmentation of non-X-ray images, such as dental hyper-
spectral images.26 

The results of this study indicated that Multi-Label 
U-Net outperformed Mask R-CNN in image segmentation 
for periodontitis detection on panoramic radiographs. How-
ever, Multi-Label U-Net performed semantic segmentation. 
As a result, the identification of periodontitis was limited to 
blocks of teeth that were not specific to the individual level 
of RBL in the interdental alveolar crest. 

In conclusion, compared with Mask R-CNN, Multi- 
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Label U-Net generated better segmentation for panoramic 
radiographs to support periodontal disease diagnosis. Since 
Multi-Label U-Net is a semantic segmentation method, the 
authors recommend integrating it with other techniques to 
develop hybrid computational vision models for automatic 
periodontitis detection on panoramic radiographs.

Conflicts of Interest: None
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