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Abstract 

 
Nowadays, artificial intelligence promotes the rapid development of skin cancer detection 
technology, and the federated skin cancer detection model (FSDM) and dual generative 
adversarial network model (DGANM) solves the fragmentation and privacy of data to a 
certain extent. To overcome the problem that the many-objective evolutionary algorithm 
(MaOEA) cannot guarantee the convergence and diversity of the population when solving 
the above models, a many-objective evolutionary algorithm based on integrated strategy 
(MaOEA-IS) is proposed. First, the idea of federated learning is introduced into population 
mutation, the new parents are generated through sub-populations employs different mating 
selection operators. Then, the distance between each solution to the ideal point (SID) and the 
Achievement Scalarizing Function (ASF) value of each solution are considered 
comprehensively for environment selection, meanwhile, the elimination mechanism is used 
to carry out the select offspring operation. Eventually, the FSDM and DGANM are solved 
through MaOEA-IS. The experimental results show that the MaOEA-IS has better 
convergence and diversity, and it has superior performance in solving the FSDM and 
DGANM. The proposed MaOEA-IS provides more reasonable solutions scheme for many 
scholars of skin cancer detection and promotes the progress of intelligent medicine. 
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1. Introduction 

The progress of artificial intelligence (AI) has promoted the process of intelligence in the 
medical industry [1, 2]. However, the fragmentation and privacy of data have become the 
key factors that restricting the advance of intelligent medicine [3]. Nowadays, the emergence 
of new technologies such as federated learning (FL) and deep generation model has 
alleviated the above problems to some extent [4, 5]. Particularly, for skin cancer detection 
(SCD), it not only ensures the effective detection of skin cancer, but also protects the 
information privacy of patients, and provides an effective paradigm for the accurate 
prevention of skin cancer [6]. 

Skin cancer is a disease caused by the spread of cancerous cells that is not controlled by 
the immune system. As one of the most common forms of cancer, it has seriously affected 
physical and mental health of people [7, 8]. For this reason, many scholars actively explore 
the symptom detection of early skin cancer. At present, with the fleetly progress of AI, the 
detection of skin cancer has changed from the previous human eye observation to the 
detection of machine learning model, which saves a mass of medical resources [9, 10]. 
Younis et al. [11] made skin cancer was classified through employed deep learning, which 
introduced transfer learning and adjusted the MobileNet convolution neural network that 
trained in advance. Setiawan et al. [12] explored the influence of skin cancer image 
reduction and color dimensionality reduction on skin cancer detection, and the above 
influencing factors were classified by K-means clustering. Meanwhile, Sabri et al. [13] 
proposed the modified integrate learning strategy to classify skin cancer, which through 
extracting the shape, color and texture features of the lesion area, different machine learning 
methods were employed to classify these features. However, the above studies only consider 
improving the detection accuracy of skin cancer, but other performance of skin cancer 
classification often were ignored. Start from the practical problems, Cai et al. [6] proposed a 
federated deep generation model, and the MaOEA was used to solve above model. By 
considering many factors of the deep generation model, the quality of the generated image 
was improved. Then, the problem of skin cancer detection has been transformed into a 
many-objective optimization problem (MaOP). 
   MaOPs exist in various fields, and its essence is that each objective cannot be optimal at 
the same time, and each objective has its own weight [14, 15]. To distribute these weights 
reasonably, many-objective evolutionary algorithm (MaOEA) has become an ideal solution 
method [16, 17]. 

At present, MaOEA focus on studying the evolutionary mechanism of the population 
and the convergence and diversity of solutions are improved by increased the pressure of 
solution selection [18-20]. NSGA-III [21] adopted the strategy based on the reference point 
and a non-dominant sorting strategy to make the solution distribute evenly on the 
non-dominant layer, which avoided falling into the local optimization. GrEA [22] was based 
on the grid, which increased the selection pressure of the algorithm by boundary domination 
and boundary difference. In addition, the knee point was introduced into KnEA [23] to 
improve the convergence of the solution and reduced the complexity of calculation. VaEA 
[24] employed angular vector to guarantee the homogeneity of solution set in environment 
selection, and the solution with worse convergence was substituted through other solutions. 
However, above evolutionary algorithms only guarantee the performance of a certain aspect 
of the solution, they cannot take into account the diversity and convergence of the solution at 
the same time. For this reason, an integration strategy that could maintain the multifaceted 
performance of the solution was proposed. 
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In recent decades, according to the different characteristics of the problem, integration 
methods angles have been proposed from different, such as multi-search strategy integration, 
parameter setting integration and decision variable integration. Wang et al. [25] proposed an 
effective integration framework to solve multi-objective optimization problems (MOPs), 
which combined different evolutionary operators with selection mechanisms, and the 
performance of the algorithm was maintained through cooperation and competition among 
populations. Wang et al. [26] adopted different integration ideas and integrated eight 
different bat algorithm (BA) search modes to solve the single-objective complex DV-Hop 
location problem. Fan et al. [27] proposed a multi-objective integration algorithm based on 
parameter and mutation strategy, which was suitable for different stages of evolution and 
solving different optimization problems. Peng et al. [28] designed a multi-objective 
optimization algorithm with multi-modal attributes under the framework of co-evolution. 

However, most of the existing integrated algorithms are employed to solve 
single-objective or MOPs, and few integrated algorithms are used to solve the MaOPs. At the 
same time, the dual generative adversarial network model and SCD model based on 
federated for skin cancer research have been transformed into many-objective optimization 
problems. The extant integrated algorithms cannot solve the above models more effectively. 
Therefore, to better solve the above MaOPs, a many-objective evolutionary algorithm based 
on integrated strategy is proposed. The specific contributions of our work are as follows: 

(1) The idea of federated learning was introduced, an integration strategy of mating 
pool based on federation was proposed. The offspring were randomly divided, and 
each part was mutated after employing different mating selection operators, which 
improved the diversity of the population. 

(2) In environment selection, the distance between each solution to the ideal point and 
the Achievement Scalarizing Function value of each solution were considered to 
guarantee the convergence and diversity of the solution, and through the elimination 
mechanism to eliminate the non-ideal solution. 

(3) The proposed algorithm solved the federated skin cancer detection model and dual 
generative adversarial network model, which shown superior performance in skin 
cancer detection, and further promoted the development of intelligent medicine. 

The remainder of this article is summarized below. In Section II, background be 
introduced in detail, including many-objective evolutionary algorithm, FSDM and DGANM. 
The related methodology of MaOEA-IS is described in section III. The experimental results 
are displayed and interpretation in section IV. Finally, concludes our work in section V. 

2. Background 

2.1 Many-objective evolutionary algorithm  
For most of the MaOPs, their objectives often conflict with each other, so it is difficult 

for ordinary methods to balance these objectives to obtain the optimal solution set [29, 
30]. Many-objective evolutionary algorithm (MaOEA) provides a good paradigm for solving 
the above problems, which makes coordination and compromise between objective to make 
the overall objectives as optimal as possible [31, 32]. In recent years, many scholars have 
also made great progress in MaOEA, which also promoted the development of industrial 
applications. MaOEA is described as follows: 

( ) ( ) ( )( )1 ,...,

. .     
mF x f x f x

s t x

=

∈Ω
                         (1) 
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where x  denotes decision variable, 1,..., mf f  represents the objective function, and Ω  is 
the decision space. 
    MaOEA makes all objectives as optimal as possible in a given region at the same time, 
and the solution of MaOEA is usually a reasonably distributed solution, which is the optimal 
solution set scattered on the optimal pareto front. Therefore, in MaOEA, many objectives are 
optimized simultaneously, and they often conflict with each other, so when solving a MaOP, 
through a certain strategy to achieve a balance between each objective, to obtain a set of 
optimal solution set. 

2.2 A many-objective dual generative adversarial networks model  
The traditional skin cancer detection needs a lot of patient data to make the detection 

model could have a better detection performance [33]. However, in reality, the information 
of patients in each hospital is insufficient, which makes the detection of skin cancer face 
severe challenges. 

To approach above problem, a many-objective dual generative adversarial network 
model (DGANM) was proposed. The Frechet inception distance (FID), the loss of dual 
generation adversarial network, sharpness of images (SOI) and image diversity (DOI), were 
optimized at the same time to enhance the quality of the generated images. The four 
objectives of DGANM are described as follows: 

The calculation method of first objective SOI is denotes in formula (2). Here ( )|wq v l  
represents the possibility that image l  appertain classes w , and v  denotes label vector of 
these input images.  

 
( ) ( )

1
| log |w w

w
SOI q v l q v l

=

= −   ∑                        (2) 

 
The second objective function is DOI, and it is described in formula (3). 

( ) ( )
1

log
c

w w
w

DOI q v q v
=

= −   ∑      (3) 

where the ( )wq v  denotes probability of category w , and c  is the amount of categories. 
And the loss is obtained by training DualGAN network, the last objective function is 

FID, which is represented in formula (4). 

( )
12
2

2
2r yFID te r y r yβ β

 
= − + + − 

 
∑ ∑ ∑ ∑                (4) 

here rβ  and r∑  represent average value and variance value of the Gaussian distribution 
of these generated images, respectively, yβ  is the average value of Gaussian distribution of 
these input images, y∑  denotes the variance value of Gaussian distribution of these input 
images, and te  represents the trace of matrix. 

2.3 The federated skin cancer detection model based on many-objective 
optimization 

In recent years, information privacy of people has gradually become the focus of 
scholars [34]. Similarly, the information privacy of data in the field of skin cancer research 
has become a top priority. To better avoid the disclosure of patient data information, FL is 
combined with skin cancer, a many-objective federated skin cancer detection model (FSDM) 
is proposed. Meanwhile, to further improve the performance of FSDM, communication cost, 
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the accuracy and loss of global model, and Area Under ROC Curve (AUC) were optimized 
simultaneously.  

 Starting from the practical problems and considering the problem of patient privacy 
that was not considered in the previous skin cancer research, the FSDM is constructed and 
transformed into a MaOP, and above model is solved through the optimization algorithm. 
FSDM not only protects the privacy of patient information, but also makes skin cancer 
detection effective. The four objectives of FSDM are shown as follows. 

The first objective function and the second objective function are global accuracy and 
global loss, respectively. They are obtained through the continuous communication 
interacting between server and clients until global model converges. And the third objective 
is communication cost, which is described in formula (5). 

1
communication cost

C
c

c

a
c=

= ∑                        (5) 

Here, c  denotes the c -th client, C  represents the total number of clients and ca  is the 
quantity of c -th client model weights. 

The last objective function is AUC, which represents the area between Receiver 
Operating Characteristic (ROC) curve and x-axis, and ROC could be denoted by True 
Positive Rate (TPR) as the ordinate axis and False Positive Rate (FPR) as the abscissa axis. 
TPR represents the percentage of positive samples that are classified as positive, and TPR 
represents the proportion of negative samples that are classified as positive. 

3. Proposed Methodology 

3.1 An integration strategy of mating pool based on federation 
In recent years, many mating selection operators with superior performance have been 

proposed. The mating selection operators of different evolutionary algorithms have different 
global and local search patterns, and they have different superiority when disposing 
optimization problems with some different peculiarity [35, 36]. However, the existing 
evolutionary algorithms have a single evolutionary method, which cannot well maintain the 
diversity of population evolution.  Therefore, mating pool was constructed by integrated 
evolutionary operator strategy, and to improve the diversity of population evolution, a 
mating pool integration strategy based on federation was proposed. 

The federated integration strategy was described as follows. First, after the population 
initialized, the population was randomly divided into three parts. Then, for each part of the 
population, perform mutation after different mating selection operators were employed. 
There were three forms of operators were adopted, including rerandom generation, 
tournament selection and grid-based selection. Eventually, these population generated by the 
three mating selection operators were merged into a single population, which after mutating 
will be merged with the parent, so that the better offspring were selected as the initial 
population of environmental selection. The process of above evolution operator will be 
summarized in Algorithm 1.  
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Algorithm 1 A mating pool integration strategy based on federation 
Input population size N , the quantity of divisions div , the amount of objective M   
1. the population P  is initialized  
2. random initialization , ,q w e  and q w e N+ + = , population was divided into three 

parts 
3. for maxt t<   
4.    1Population ←  rerandom generation ( )qpopilation   
5.    2Population ←  tournament selection ( )wPopulation   
6.    opulation3P ←  grid-based selection ( )ePopulation   
7.    P’  ← o 1 o 2 o 13P pulation P pulation P pulationU U   
8.    Offspring←  Crossover and variation ( )'P   

9.    Environmental Selection ( )P OffspringU   
10. end for 
Output optimal population P   

 
Where the ←  denotes latter assigns the result to the former after the relevant operation, 

and U  represents the union set of related elements. 
 

3.2 An integrated strategy of environment selection based on elimination 
mechanism 

At present, many novel and efficient algorithms have been proposed by scholars to 
solve MaOPs, such as many-objective evolutionary algorithms based on co-evolution and so 
on. These high-dimensional MaOEA are based on the convergence and diversity of the 
solution set, which to improve comprehensive performance of the solution set [37, 38].  

However, different operators often lead to different algorithm performance, this makes 
different selection operators was chose when dealing with special optimization problems. 
Meanwhile, single operator insufficiently considers all the factors of the problem when 
solving MaOPs. The selection strategy pool was constructed through an integrated manner so 
that the selection operators were coordinated with each other. As a result, the overall 
evolutionary performance of the algorithm was improved, and significant distribution of the 
population were guaranteed at the same time. Therefore, an integrated strategy of 
environment selection based on elimination mechanism was proposed.  

In our strategy, to guarantee better convergence and diversity of population, two 
methods were integrated to calculate the performance of the solution, including SID and ASF 
value of each solution. At the same time, considering the advantages and disadvantages of 
the two methods, the weight of SID was larger in the early evolution of the population and a 
large weight of ASF in the later population evolution. After obtaining the performance value 
of each solution, identify the two solutions with the minimum angle, which were selected to 
eliminate the solution of high value, while the solution of low value was retained in the next 
generation. The process of above environment selection will be described in detail in 
Algorithm 2.  
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Algorithm 2 An integrated strategy of environment selection based on elimination 
mechanism 
Input population P , population size N , reference points minZ   
1. for gen < maxgen 
2.   Mating pool ( P ) 
3.   Calculate the SID of each solution 
4.   Calculate the ASF value of each solution 
5.   If gen < ceil (maxgen / 0.8) 
5.       a = unifrnd (0.8,1); 
6.    else a = unifrnd (0,0.2); 
7.    end 
8.    integrate = a * SID+(1-a) * ASF; 
9.   Select the two solutions S1 and S2 with the minimum angle 
10.   If integrate (S1) > integrate (S2) 
11.     Retained solution S2 
12.   else retained solution S1 
13.   end  
14.   Get a new population 
15. end for 
Output optimal population P  

 
Where gen is the number of current iterations, maxgen denotes the maximum number of 

iterations and unifrnd is a function that generates random number in a specified interval. 
 

3.3 Many-objective evolutionary algorithm based on integration strategy 
In our study, to improve the comprehensive performance of traditional MaOEA, and 

better enough to solve proposed DGANM and FSDM. The many-objective evolutionary 
algorithm based on integration strategy (MaOEA-IS) was proposed. In our algorithm, the 
two key steps of evolutionary algorithm: mutation and selection, which were improved by 
the integrated strategy. Including an integration strategy of mating pool based on federation 
and an integrated strategy of environment selection based on elimination mechanism. The 
above methods enhance the global search ability of algorithm to some extent, ensure 
convergence and diversity of algorithm at the same time. The flow of MaOEA-IS is shown in 
Fig. 1. 

As shown in the flow chart above, after initializing the population and relevant 
parameters of the algorithm, the mating selection strategy pool is adopted to generate N
offspring. Including rerandom generation, tournament selection and grid-based selection. 
After merging the parents and offspring, we select N individuals as parents of the next 
generation through selection strategy pool. Including the SID and the ASF. Repeating the 
above steps until the condition is satisfied, then the evolution is over.  
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Fig. 1. The flow of the MaOEA-IS 

4. Experimental results 

4.1 The performance of MaOEA-IS for Benchmark Problems 

4.1.1. Experimental Settings 
In this section, the performance of the proposed MaOEA-IS is test through widely 

employed benchmark set DTLZ (DTLZ1—DTLZ7). The decision variable in DTLZ is set to 
1n W t= + − , here W is the quantity of objectives that is set to ( )4,5,8,10,15W ∈  . For 

different DTLZ, value of t  is different. In DTLZ2-DTLZ6, k  is 10, while in DTLZ1 and 
DTLZ7, k  is 5 and 20, respectively.  

Meanwhile, to further test the performance of MaOEA-IS, five algorithms (including 
GrEA, NSGA-III, EFRRR [39], KnEA and VaEA) are employed to compare the performance 
in DTLZ. The parameter of six algorithms as shown follows: the cross probability pc  and 
the mutation rate pm  are 1 and 1/ D , here D  denotes the amount of variables. And it in 
each objective of GrEA div  is 15, the proportion of the population that becomes the knee 
point of KnEA rate  is 0.5, the number of nearest weight vectors of EFRRR v  is 2. In 
addition, the initial population size of each algorithm is set to 20 and the population is 
iterated 30 times independently. 
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4.1.2. The Performance of MaOEA-IS in Benchmark Problems 
The six algorithms run 30 times independently on DTLZ, and the comparison results 

are shown in Table 1. 
 

Table 1. The comparisons result of MaOEA-IS with five algorithms 
Problem M GrEA NSGA-III EFRRR KnEA VaEA MaOEA-IS 

DTLZ1 

4 4.1093e-1 (2.29e-1) + 4.7162e-1 (2.78e-1) + 1.6510e+0 (7.21e-1)- 2.9073e-1 (1.74e-1) + 5.5007e-1 (2.57e-1) + 9.2370e-1 (5.25e-1) 

5 1.1631e+0 (4.97e-1) + 1.4550e+0 (4.64e-1) + 6.2224e+0 (2.32e+0) - 8.2140e-1 (3.92e-1) + 1.4487e+0 (4.54e-1)+ 2.1577e+0 (9.34e-1) 

8 1.3567e+0 (6.42e-1) = 2.2887e+0 (1.05e+0) - 8.8993e-1 (3.36e-1) = 4.6540e+0 (3.00e+0) - 2.4969e+0 (1.33e+0)- 1.1539e+0 (7.27e-1) 

10 3.6389e+0 (1.58e+0) = 4.1406e+0 (1.62e+0) - 1.8026e+0 (7.73e-1) + 2.5724e+0 (1.11e+0)= 3.8986e+0 (1.32e+0)- 2.7374e+0 (8.51e-1) 

15 1.1914e+1 (1.01e+1) - 1.4714e+0 (7.41e-1) - 6.7370e-1 (3.72e-1) = 6.8472e+0 (7.13e+0) - 2.5099e+0 (1.23e+0)- 9.0142e-1 (5.05e-1) 

DTLZ2 

4 1.3462e-1 (2.22e-3) - 1.2405e-1 (7.45e-4) - 1.3047e-1 (1.66e-3) - 1.4066e-1 (4.43e-3) - 1.2683e-1 (1.21e-3) - 1.1974e-1 (1.30e-3) 

5 1.7694e-1 (2.38e-3) - 1.8587e-1 (3.01e-3) - 2.0633e-1 (5.65e-3) - 1.7752e-1 (1.94e-3) - 1.9369e-1 (4.46e-3) - 1.6500e-1 (1.32e-3) 

8 4.0252e-1 (1.86e-2) - 4.2758e-1 (1.03e-1) - 3.8915e-1 (7.48e-3) - 3.7815e-1 (1.00e-2) - 4.5301e-1 (2.39e-2) - 3.5786e-1 (6.09e-3) 

10 4.1785e-1 (6.11e-3) - 5.6489e-1 (6.44e-2) - 4.7891e-1 (1.01e-2) - 4.5337e-1 (1.27e-2) - 6.1513e-1 (3.61e-2) - 4.1294e-1 (1.15e-2) 

15 6.0086e-1 (3.00e-2) - 7.5341e-1 (5.14e-2) - 5.7807e-1 (1.56e-2) = 6.1482e-1 (1.11e-2) - 7.4853e-1 (3.95e-2) - 5.7311e-1 (1.05e-2) 

DTLZ3 

4 1.2171e+1 (5.37e+0) + 2.1103e+1 (5.99e+0)+ 3.8656e+1 (1.11e+1)= 9.6714e+0 (3.63e+0)+ 1.6357e+1(5.53e+0)+ 3.6565e+1 (1.03e+1) 

5 4.3463e+1 (9.59e+0) + 5.3676e+1 (7.93e+0)+ 9.5795e+1 (2.22e+1) - 3.7775e+1 (9.57e+0)+ 5.3787e+1(1.28e+1)= 6.0897e+1 (1.04e+1) 

8 7.1332e+1 (1.91e+1) - 7.8137e+1 (2.55e+1) - 5.9539e+1 (1.51e+1) - 1.0329e+2 (3.08e+1) - 8.3784e+1 (1.78e+1)- 4.7424e+1 (8.80e+0) 

10 2.0047e+2 (7.08e+1) - 1.3595e+2 (3.21e+1) - 9.1526e+1 (1.86e+1)= 1.3088e+2 (3.98e+1) - 1.3472e+2 (2.61e+1)- 8.6965e+1 (1.90e+1) 

15 2.3956e+2 (7.70e+1) - 1.3244e+2 (4.27e+1) - 3.5403e+1 (1.10e+1)= 2.5246e+2 (1.14e+2) - 8.9463e+1 (2.21e+1)- 4.1310e+1 (1.17e+1) 

DTLZ4 

4 1.8518e-1 (1.18e-1) - 1.7399e-1 (1.21e-1) - 1.4635e-1 (7.39e-2) - 1.8960e-1 (1.48e-1) - 1.2736e-1 (1.41e-3) - 1.2227e-1 (1.50e-3) 

5 1.8275e-1 (3.77e-3) - 1.9352e-1 (7.18e-3) - 1.8745e-1 (3.03e-3) - 1.9369e-1 (2.88e-2) - 1.9256e-1 (4.94e-3) - 1.7096e-1 (3.95e-3) 

8 3.6276e-1 (4.28e-3) - 4.2727e-1 (8.59e-2) - 3.6757e-1 (2.18e-2) - 4.5919e-1 (2.79e-2) - 4.7598e-1 (1.85e-2) - 3.5527e-1 (2.03e-3) 

10 4.2165e-1 (3.41e-3) + 5.8523e-1 (6.36e-2) - 4.7642e-1 (1.38e-2) - 5.4066e-1 (8.15e-3) - 6.5706e-1 (2.36e-2) - 4.3919e-1 (1.86e-2) 

15 5.8874e-1 (3.68e-3) - 7.8341e-1 (9.78e-2) - 6.3170e-1 (2.05e-3) - 6.4431e-1 (6.87e-3) - 7.7673e-1 (2.49e-2) - 5.7924e-1 (3.34e-3) 

DTLZ5 

4 8.7936e-2 (1.30e-2) - 5.3990e-2 (1.40e-2) - 1.2042e-1 (2.16e-2) - 1.7105e-1 (7.54e-2) - 7.7322e-2 (1.62e-2) - 4.5723e-2 (7.57e-3) 

5 1.2375e-1 (3.48e-2) - 2.1457e-1 (7.57e-2) - 2.5320e-1 (3.55e-2) - 2.8963e-1 (9.56e-2) - 1.5191e-1 (1.76e-2) - 7.5735e-2 (1.20e-2) 

8 2.7211e-1 (5.92e-2) - 2.4583e-1 (9.50e-2) - 3.2799e-1 (5.88e-2) - 3.8526e-1 (1.06e-1) - 3.4459e-1 (6.86e-2) - 1.1498e-1 (2.00e-2) 

10 3.2282e-1 (4.82e-2) - 2.1077e-1 (3.92e-2) - 3.1265e-1 (3.87e-2) - 3.8729e-1 (1.35e-1) - 4.0709e-1 (7.54e-2) - 1.4614e-1 (2.13e-2) 

15 5.1327e-1 (8.04e-2) - 3.0533e-1 (4.10e-2) - 2.9550e-1 (5.24e-2) - 5.5210e-1 (1.97e-1) - 5.0977e-1 (1.20e-1) - 1.2983e-1 (3.37e-2) 

DTLZ6 

4 1.9630e-1 (1.35e-1) = 5.1756e-1 (5.20e-1) - 2.5277e+0 (6.99e-1) - 8.1131e-1 (3.67e-1) - 4.1163e-1 (2.89e-1) - 2.5342e-1 (2.77e-1) 

5 5.4179e-1 (3.23e-1) + 3.8032e+0 (8.47e-1) - 5.9734e+0 (4.58e-1) - 1.4293e+0 (3.83e-1) = 3.8802e+0 (4.51e-1) - 1.5909e+0 (6.02e-1) 

8 4.7131e+0 (4.57e-1) - 5.5536e+0 (9.29e-1) - 3.3104e+0 (8.08e-1) - 3.0440e+0 (6.16e-1) - 5.3361e+0 (4.51e-1) - 9.1068e-1 (3.67e-1) 

10 3.7923e+0 (5.60e-1) - 6.7469e+0 (4.50e-1) - 5.7451e+0 (6.50e-1) - 3.2341e+0 (5.87e-1) = 6.3240e+0 (4.70e-1) - 3.0479e+0 (6.46e-1) 

15 3.5020e+0 (4.57e-1) - 6.7141e+0 (8.80e-1) - 2.6331e+0 (9.10e-1) - 3.6158e+0 (7.07e-1) - 4.7003e+0 (3.79e-1) - 1.0994e+0 (4.10e-1) 

DTLZ7 

4 1.6574e-1 (9.78e-3) + 3.4634e-1 (6.31e-2) - 3.3961e-1 (4.38e-2) - 2.2332e-1 (1.36e-1) + 2.7408e-1 (6.29e-2) = 3.2549e-1 (1.22e-1) 

5 3.3194e-1 (3.11e-2) + 7.8181e-1 (1.14e-1) - 7.6526e-1 (8.39e-2) - 3.9501e-1 (6.03e-2) + 6.0164e-1 (5.71e-2) = 6.9189e-1 (2.37e-1) 

8 1.2006e+0 (1.33e-1) - 5.4850e+0 (1.40e+0) - 1.8592e+0 (5.02e-1) - 2.5511e+0 (1.05e+0) - 2.2489e+0 (4.84e-1) - 7.7667e-1 (1.41e-1) 

10 6.9685e+0 (9.57e-1) - 1.3414e+1 (1.26e+0) - 8.6026e+0 (1.12e+0) - 9.0525e+0 (2.29e+0) - 1.0490e+1 (1.43e+0)- 1.9019e+0 (8.75e-1) 
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15 1.8143e+1 (1.83e+0) - 1.7632e+1 (2.26e+0) - 1.6046e+1 (2.38e+0) - 1.8099e+1 (5.02e+0) - 1.0239e+1 (1.26e+0)- 2.2907e+0 (2.89e-1) 

+/-/= 8/24/3 4/31/0 1/28/6 6/26/3 3/29/3  

 
In Table 1, the labeled number is the best performance of the six algorithms in different 

dimensions under different test sets. “+”, “-” and “=” denote that the performance of this 
algorithm is better, worse and equal in a certain dimension, respectively,  the total number of 
above symbols represent amount of comparison results than that of MaOEA-IS under the 
DTLZ test set. On the whole, the performance of MaOEA-IS is optimal when solving the 
problem of DTLZ, especially in solving the problem of DTLZ2, DTLZ4 and DTLZ5. 
According to the characteristics of the above test function, MaOEA-IS is better for solving 
degenerative, preference and concave problems. Although the performance superiority for 
proposed algorithm on DTLZ3, DTLZ6 and DTLZ7 is slightly worse than that of DTLZ2, 
DTLZ4 and DTLZ5, compared with other algorithms, the performance of MaOEA-IS is 
better on these test sets. It is not difficult to see that the performance of the MaOEA-IS is not 
very good on DTLZ1, because DTLZ1 focuses on the problem of multimodal and linear 
relationship, while our proposed model does not have the characteristics of these 
problem. Therefore, although the performance of the MaOEA-IS on DTLZ1 is slightly poor, 
it does not prove that the ability to solve the model is not excellent. 

4.2 The contrast experiments of different algorithms 
The performance of DGANM and FSDM are test through MaOEA-IS. And the 

ISIC-2018 dataset is employed to carry out above experiments. Next, the ISIC-2018 dataset 
and the parameter setting of DGANM and FSDM will be described in detail as follows. And 
the number of each category is shown in Table 2. Next, the parameter setting of DGANM 
and FSDM are introduced, respectively. For FSDM, the learning rate η is set to 0.0001, 
fraction of SET is set to 0.3, local training times is set to 10, batch size is set to 32 and the 
number of clients is set to 3. For DGANM, the number of neurons in three-layer convolution 
neural network of discriminator is 512, 256 and 1, respectively. The alpha of LeakyRelu is 
set to 0.2, momentum of batchnormalization is set to 0.8, and batch size of discriminator is 
set to 32. 

There are seven categories of ISIC-2018, including dermatofibroma (DF), melanocytic 
nevus (NV), basal cell carcinoma (BCC), actinic keratosis (AK), benign keratosis (BK), 
vascular disease (VASC) and melanoma (MEL), and its size is 10015.  

 
Table 2. Original data distribution of the ISIC 2018 

Datasets Class type Amount Total 

ISIC-2018 

AK 327 

10015 

BCC 514 
BK 1099 
DF 115 

MEL 1113 
NV 6705 

VASC 142 

 
 
 

javascript:;
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4.2.1 The performance of MaOEA-IS for DGANM 
The performance of different algorithms in solving DGANM will be compared, and to 

better analyze the results of each algorithm in population optimization, the boxplot will be 
drawn to observe the distribution of the optimal solution set after each algorithm optimizes 
the population. And the boxplot of five algorithms as shown in Fig. 2. 

In Fig. 2, each line of the boxplot has the different meaning, with the minimum, the 
lower quartile, the median, the upper quartile, and the maximum from top to bottom, 
respectively. And the hollow circle also has its own meaning, which denotes the 
corresponding objective of individual in population is far greater than the general level, and 
it is the outlier of the population. As can been see from Fig. 2, the performance of the 
MaOEA-IS is superior in solving the DGANM. For each objective, except the loss, the 
median value of the MaOEA-IS is ideal, and it is the best among the five algorithms. And 
there are no outliers in solving DGANM for the proposed algorithm, which proves that the 
population distribution optimized by the MaOEA-IS is stable. Although the performance of 
MaOEA-IS is not ideal for the loss, its box size is the smallest, which proves that the 
distribution of the population on this objective is excellent. From this point of view, the 
performance of the proposed MaOEA-IS for loss is also acceptable. Therefore, above 
analysis proves that effect of MaOEA-IS in solving the model is excellent. Meanwhile, a 
pareto optimal solution set is provided by MaOEA-IS, and researchers could find the 
solution in the optimal solution set according to their own needs. 

 

 
Fig. 2. The distribution of the solutions of four objectives on five algorithms. 

 
To further display the performance of the MaOEA-IS on this model, individuals 

corresponding to different algorithms will generate images for follow-up experiments. Next, 
the comparison between original images and generated images will be shown in Fig. 3. For 
better comparison, the original images are converted into a grayscale image. 
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Fig. 3. The original images and the generated images 
 

4.2.2 The performance of MaOEA-IS for FSDM 
The performance of the five algorithms in solving FSDM will be compared, and results 

are shown in Table 3. 
 

Table 3. Comparison consequence of different algorithms 
Objective GrEA NSGA-III VaEA KnEA MaOEA-IS 

ACC 0.910160736 0.910264306 0.910314307 0.910471449 0.910550021 
Communication cost 10620038.65 10305267.2 10348303.7 10202243.6 15110981.4 

AUC 0.877639742 0.881585598 0.880633479 0.876167125 0.887299641 
LOSS 0.255942235 0.254885349 0.254805297 0.257109947 0.252605089 
 
In Table 3, the corresponding objective value of each algorithm is the average value of 

all the solutions of the pareto solution set. Basically, the performance of the MaOEA-IS is 
excellent in three objectives, which proves that proposed algorithm has superior performance 
for solving the FSDM. In particular, for ACC, MaOEA-IS has the best result, which is 
0.039%, 0.028%, 0.023% and 0.007% better than other algorithms, respectively. However, 
for Communication cost, the indicator value of MaOEA-IS is the worst. On the contrary, the 
result of KnEA is the best among these algorithms. The communication cost of MAOEA-IS 
is about 1.5 times than KnEA. And other algorithms are not much different from that of 
KnEA in this objective. For AUC, the performance of MaOEA-IS is 0.966% higher than 
GrEA, and the result of NSGA-III and VaEA are worse 0.571% and 0.667%, respectively, 
the performance of KnEA is the worst, it is 1.113% worse than MaOEA-IS. It can be seen 
that the result of MaOEA-IS is the optimal on AUC. For LOSS, proposed algorithm makes 
the FSDM have the least loss. MaOEA-IS causes the loss of the model to be 0.334%, 
0.228%, 0.22% and 0.45% lower than other algorithms, respectively. In short, the 
performance of proposed algorithm is the best among five algorithms. MaOEA-IS achieves 
the best performance of other objective in this algorithm through expensive communication 
costs. The reason is that the proposed algorithm could get more weights when the 
convolution neural network is sparse, and it improves the complexity of neural network, 
which sacrifices training time in exchange for training accuracy, this situation is within the 
acceptable range. 
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Fig. 4. The distribution of the solutions of four objectives on five algorithms. 

To better demonstrate the performance of MaOEA-IS on optimal solution set, the 
boxplot of the optimal populations of the five algorithms are shown in Fig. 4. The five lines 
in the boxplot are explain in above experiment. And the hollow circle represents outlier. In 
Fig. 4, on the whole, except the poor distribution of the solution for the objective of 
communication cost, the population distribution of other objectives of MaOEA-IS is better 
than other algorithms. For ACC, although all algorithms have outliers, the boxplot of 
MaOEA-IS is relatively small. For AUC, the boxplot of MaOEA-IS has the largest AUC, and 
the median value is also the highest. Besides the size of its boxplot is also the smallest. For 
LOSS, the boxplot of MAOEA-IS is the minimum and has the least loss. In addition, the 
whole population of MaOEA-IS is distributed in places with lower values. However, for 
communication cost, the boxplot of MaOEA-IS is the worst, and the solution of MaOEA-IS 
is not well distributed on this objective. The reason for this situation has been given in the 
last experiment. In conclusion, the distribution of the optimized solution of the proposed 
algorithm is excellent, which also proves the superiority of MaOEA-IS in solving the FSDM. 

5. Conclusions 
In this study, to solve the DGANM and FSDM better, MaOEA-IS is proposed. 

Specifically, idea of federated learning is introduced into the mating pool, and different 
mating selection operators are employed for the offspring population that randomly divided, 
and after perform mutation then a new parent is obtained. For environmental selection, ASF 
and SID are used to guarantee convergence and diversity of population, in addition, 
elimination strategy is adopted to select a more appropriate solution as the parent of the next 
iteration. From the experimental results, the proposed MaOEA-IS achieves better 
performance on the DTLZ test set, DGANM and FSDM, and the above models could better 
be solved by MaOEA-IS while ensuring the diversity and convergence of the population. 
This study further promotes the research of skin cancer detection, and provides more reliable 
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and effective solutions scheme for scholars, which promotes the rapid development of 
intelligent medicine. 
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