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Fraudulent companies or sellers strategically manipulate reviews to influence customers’ purchase decisions; 
therefore, the reliability of reviews has become crucial for customer decision-making. Since customers increasingly 
rely on online reviews to search for more detailed information about products or services before purchasing, many 
researchers focus on detecting manipulated reviews. However, the main problem in detecting manipulated reviews is 
the difficulties with obtaining data with manipulated reviews to utilize machine learning techniques with sufficient 
data. Also, the number of manipulated reviews is insufficient compared with the number of non-manipulated reviews, 
so the class imbalance problem occurs. The class with fewer examples is under-represented and can hamper a model’s 
accuracy, so machine learning methods suffer from the class imbalance problem and solving the class imbalance 
problem is important to build an accurate model for detecting manipulated reviews. Thus, we propose an 
OpenAI-based reviews generation model to solve the manipulated reviews imbalance problem, thereby enhancing the 
accuracy of manipulated reviews detection. In this research, we applied the novel autoregressive language model - 
GPT-3 to generate reviews based on manipulated reviews. Moreover, we found that applying GPT-3 model for 
oversampling manipulated reviews can recover a satisfactory portion of performance losses and shows better 
performance in classification (logit, decision tree, neural networks) than traditional oversampling models such as 
random oversampling and SMOTE.

Keywords : Text Mining, Online Reviews, Manipulated Reviews Detection, Text Generation, Class Imbalance 
Problem. 
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1. Introduction

Online customer reviews are among the most 
influential resources for searching for information 
before purchasing a product or service and for sharing 
the post-purchase experience. Therefore, the amount 
of available online reviews grows at an exponential 
rate. Since online platforms customers can in real-time 
access and share opinions about products or services 
(Li et al., 2022; Dwivedi et al., 2020), utilizing 
online reviews written in e-commerce helps customers 
make better decisions such as search and purchase 
processes (Park et al., 2017; Cheng & Ho, 2015). 
According to Eslami et al. (2018), around 85% of 
customers read online reviews written by previous 
customers and, based on reviews, make a purchase 
decision. Also, for e-commerce, online reviews are 
one of the most trusted sources of information for 
sharing personal past purchase experiences (Salminen 
et al., 2022; Ott et al., 2011). Online platforms with 
millions of reviews, such as Yelp.com or Amazon.com, 
have become an important source for connecting 
with customers, receiving real-time feedback, and 
promoting new products or offers.

The study conducted by Mayzlin et al. (2014) 
have investigated how marketers can strategically 
manipulate customers’ perceptions and opinions of 
products or services through online channels such 
as online reviews of retail sites. They discovered 
that fraudulent companies or sellers strategically 
manipulate reviews to influence customers’ purchase 
decisions. Moreover, Hu et al. (2011) state that 
“unethical users manipulate online reviews; they 
can either post reviews with a high numeric rating 

or manipulate the textual statements posted in the 
review.” Posting an untruthful review or a review 
without accounting for a real customer’s experience 
can be considered manipulation (Tian et al., 2020). 
Therefore, manipulation of online reviews can occur 
when online vendors or agencies hired by them produce 
customers’ reviews by posing as real customers. 

To detect manipulated reviews, usually, researchers 
face the problem of a need for more data, such as 
detailed information about the reviewer, posting 
frequency, geolocation, and information about the 
seller. Only the owners of the online platforms 
themselves have the opportunity to receive information 
and create a manipulated review filtering algorithm 
(Crawford et al., 2015). For example, Yelp.com 
has an automated filtering model based on AI. In 
2021, Yelp.com announced that about 22% of 19.6 
million reviews were not recommended by automated 
recommendation software. Automated recommendation 
software was designed to detect conflicts of interest 
and manipulated low-quality or less reliable reviews 
based on detailed information about the reviewer 
that only platform owners can access, such as IP, 
posting frequency, geolocation, and other information 
about the seller. In other words, we can call not 
recommended reviews - manipulated reviews. However, 
even with a dataset with non-recommended reviews, 
their number is insufficient to build an accurate 
model for detecting manipulated reviews based on 
publicly available textual information. Therefore, 
we are facing a class imbalance problem. The class 
imbalance problem is common in text mining, 
especially classification problems. Since classes 
with fewer examples are under-represented and can 
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hamper a model’s accuracy, the imbalanced problem 
has received attention from the academic community. 
However, the manipulated reviews detection field 
needs to gain insights into the relationships among 
the degree of imbalance, loss of performance, and 
the recovery capacity of treatment methods. Therefore, 
this research aims to generate reviews based on a 
non-recommended reviews dataset, thereby solving 
the class imbalance problem. 

First, in this research, we explored the causal 
link between the data imbalance problem and 
manipulated reviews detection models’ performance 
loss. We compare the results of manipulated reviews 
detection using different degrees of imbalanced 
distributions. Second, we tested the capacity of 
oversampling methods to recover from the loss of 
performance caused by imbalanced review datasets. 
We applied two widely used oversampling techniques: 
random oversampling and the synthetic minority 
oversampling technique (SMOTE). We compared 
them with generating manipulated reviews by the 
novel autoregressive language model - GPT-3 to 
generate reviews based on manipulated reviews. Third, 
we explore the levels of sensitivity and specificity 
of different detection methods (logit, decision tree, 
neural networks) to imbalanced datasets and the levels 
of sensitivity and specificity of sampling techniques 
to various training datasets and the test set.

2. Literature Review

2.1. Manipulated Reviews

In traditional business, the manipulation of news 

or tweets is not a new area of research (Majumdar 
et al., 2007). However, review manipulation is one 
of the latest and crucial issues in the e-commerce 
service area. For example, on online retail sites, 
10.3% of existing online reviews were manipulated 
(Hu et al., 2012). However, until recently, even 
prominent online vendors like Yelp.com, Amazon.com, 
and TripAdvisor.com rarely discussed how online 
retail sites should fight online customer reviews 
manipulations. Before, vendors never disclosed the 
use of unethical users who create fraud reviews 
because these unethical users could take advantage 
of this knowledge (Chen & Lin, 2013). 

Not all companies can collect the best online 
reviews and be rated the highest. Some vendors 
develop strategies to control customer opinion 
(Gössling et al., 2016) when they seek to expand 
the online customer base or when online evaluations 
threaten the customer base. This strategy to control 
customer opinion to influence a vendor’s reputation 
and attract new customers takes various forms, 
including improved services and manipulation 
(Banerjee & Chua, 2014). According to Anderson 
and Simester (2014) and Filieri (2015), “fake 
reviews” were identified as one form of manipulation. 
Secret content control algorithms, which can identify 
and specify forms of manipulation, review, or rating 
manipulations, have even appeared on famous 
platforms such as Amazon.com and TripAdvisor.com 
(Weisberg et al., 2011). Since online reviews directly 
impact purchase decision-making, ultimately affecting 
the sale of products and services (Cao et al., 2011), 
online reviews remain essential and play a central 
role in purchasing decisions. Therefore, detecting 



Olga ChernyaevaㆍTaeho Hong

350

manipulation in online customer reviews is critical 
for e-commerce.

2.2. Manipulated Reviews Detection

E-commerce and online platforms are interested 
in receiving authentic feedback from customers that 
can help improve products’ quality and satisfaction 
rate. However, manipulated reviews can risk the 
credibility and image of the platform, especially in 
the case of online platforms such as Yelp.com or 
Amazon.com (Ismagilova et al., 2020). Since online 
retail sites use online reviews to determine a product’s 
ranking among other products in the same category, 
online customer reviews are the most powerful 
instrument of e-commerce (Gobi & Rathinavelu, 
2019). Therefore, some unethical companies can 
manipulate reviews to achieve their purpose, for 
example, damaging the reputation of competitors. 
Moreover, the negative impact of manipulated reviews 
can lead not only to reputation harm but also lead 
to financial costs. For instance, by decreasing only 
one star, the rating on Yelp.com cost a 5-9% decrease 
in revenue (Luca, 2011). As a result, when the rating 
is inflated or deflated through reviews, the market 
faces unfair competition (He et al., 2022). Therefore, 
to protect companies from unfair competition, it is 
important to understand the nature of creating 
manipulated reviews before detecting manipulated 
reviews.

Manipulated reviews can be created in two main 
ways: human-generated and computer-generated 
(Salminen et al., 2022). In the case of human-generated 
reviews, the author never uses a product or service 

but сreates a review for a fee. It can be scaled in a 
“market of fakes,” where an unethical company orders 
to create positive or negative manipulated reviews 
in a given quantity (He et al., 2022). In the case 
of computer-generated, a company uses text-generation 
techniques to create manipulated reviews such as 
natural language processing and machine learning.

Since there are a lot of theories and methods to 
detect manipulation (Tsikerdekis & Zeadally, 2014), 
researchers are motivated to develop and study more 
sophisticated methods. The studies on manipulation 
detection techniques can be generally classified into 
three research techniques: Machine learning is a 
subset of artificial intelligence (AI). Machine learning 
algorithms widely use sample data (training data) 
based on a mathematical model to predict or classify. 
In non-machine learning cases, this research does 
not have training data to provide a statistical model. 

Supervised learning-based manipulation detection 
techniques and unsupervised learning-based manipulation 
detection techniques are built based on the principles 
of design science, machine learning techniques, and 
verbal and nonverbal features to detect manipulation 
(Nunamaker et al., 2016). In literature about OCRs 
manipulation detection, supervised learning is the most 
common method used for OCRs manipulation detection 
and examines labeled data’s learning. However, 
providing supervised learning labeled data is required 
to train a classifier, which presents a challenge in 
review manipulation detection. In other words, in 
the case of detecting products with manipulated online 
reviews, the primary condition for carrying out 
supervised learning methods is the availability of a 
dataset with fake online reviews (Lim et al., 2010). 
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A list of studies that examined supervised learning 
techniques to detect manipulated reviews is shown 
in Table 1. However, these studies did not solve 
the class imbalance problem of the review dataset. 
Since the number of manipulated is lower than 
non-manipulated reviews, primarily solving the 
class imbalanced problem is critical to building an 
accurate model for detecting manipulated reviews.

2.3. The Class Imbalanced Problem in 

Manipulated Reviews Detection

The class imbalance problem occurs when one 
class is under-represented, which can hamper a 
model’s accuracy (Kotsiantis et al., 2006). The class 
imbalance problem is common in the classification 
field because the classification models aim to optimize 
the overall accuracy of class prediction (López et 

al., 2013). However, these models commonly do not 
consider the unequal distributions between classes 
that lead to the underrepresentation of the data 
characteristics of an imbalanced class (Kim et al., 
2015). As a result, because of biasing toward the 
majority class, the classification model with an 
imbalanced class problem accurately classifies the 
majority class and misclassifies the minority class 
(Kim & Kwahk, 2022; Fernández et al., 2010). 
Therefore, the imbalanced problem has received 
attention from the academic community. 

A list of previous existing studies that had 
oversampled minority classes to solve the imbalanced 
class problem is shown in Table 2. Oversampling 
methods such as random oversampling, synthetic 
minority oversampling, and SMOTE are common 
methods to oversample numeric data for predicting 

Study Oversampling Methods Description

Li et al., 2013 Random Oversampling Prediction of default risk 

Veganzones & Séverin, 2018 Random Oversampling, Synthetic minority 
Oversampling, SMOTE Bankruptcy prediction 

Douzas et al., 2018 SMOTE, k-mean SMOTE Train classification algorithms 

Mouratidis et al., 2021 SMOTE Fake news detection

Salminen et al., 2022 GPT-2, ULMFiT Fake reviews detection

<Table 2> Previous Studies Applied Oversampling Methods

Method Studies

Logistic regression Banerjee & Chua, 2014; Ho et al., 2016; Khurshid et al., 2019; Liu et al., 2019

K-nearest neighbors Rajamohana & Umamaheswari, 2018; Rajamohana et al., 2017

Random forest Jalther and Priya, 2019; Zhang et al., 2016

Decision tree Ball and Elworthy, 2014, Khurshid et al., 2019

Neural networks Li et al., 2017; Ren and Ji, 2017

<Table 1> Previous Studies Detected Manipulated Reviews
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bankruptcy and default risk and for training 
classification models. 

In the case of manipulated review detection, the 
classes of manipulated and non-manipulated reviews 
usually are highly imbalanced. Therefore, to create 
an efficient manipulated reviews detection model 
solving the imbalanced class problem is necessary. 
In previous studies, researchers applied two methods 
to oversample reviews. First, to oversample textual 
data, text data were transformed into a numerical 
format using natural language processing (NLP) 
techniques such as TF-IDF, word embedding, etc. 
(Suh et al., 2017). Second, to solve the class 
imbalance problem between fake and real reviews, 
previous researchers applied GPT-2 and ULMFiT. 
According to Salminen et al. (2022), GPT-2 showed 
better performance than ULMFiT in generating 
reviews. However, previous studies did not compare 
these two methods, and therefore in our study, by 
comparing the results of the two methods above, 
we want to determine which method is effective in 
detecting manipulated reviews. Moreover, in this 

study, the latest version of GPT-3, upgraded from 
GPT-2, will be used.

3. Research Framework and Experiment

As shown in Figure 1, our research framework 
consists of five parts: data collection, generating 
reviews, preprocessing reviews, oversampling, and 
predicting models. Firstly, we collected review data 
from Yelp.com in the data collection step. Yelp.com 
publish user-created reviews about local businesses. 
Yelp.com introduced automated recommendation 
software that filters reviews into recommended 
and non-recommended reviews based on detailed 
information about the reviewer, such as IP, posting 
frequency, geolocation, and other information about 
the seller. Therefore Yelp.com is a common source 
of manipulated reviews in manipulated reviews 
detection (Kumar et al., 2022). 

<Figure 1> Research Framework for Detecting Manipulated Online Reviews.
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In our research, we call recommended reviews 
as non-manipulated reviews and non-recommended 
reviews as manipulated reviews. An example of a 
non-manipulated and manipulated review is shown 
in Table 3. As you can see from Table 3, for humans, 
based only on the context of the reviews is hard 
to classify which review is manipulated or not.

For collecting target data, we have chosen the top 
restaurants in New York, the United States. The 
total number of reviews is 10,000 reviews. After we 
constructed two review datasets with manipulated 
(1,800 reviews) and not-manipulated reviews (8,200 
reviews), preprocessing procedures were applied to 
the review datasets. Next, to evaluate the performance 
of prediction methods in imbalanced datasets, we 
composed the training and test sets with ratios of 
non-manipulated and manipulated reviews as follows: 

∙train set: 7,200 non-manipulated reviews, 
800 manipulated reviews (9:1)
∙test set: 1,000 non-manipulated reviews, 

1,000 manipulated reviews (5:5)

Since the data imbalance issue originates in the 
learning phase, we used two methods: 1) transformation 
of review text into a numerical format using term 

frequency–inverse document frequency (TF-IDF) 
technique and oversampling manipulated review 
class by applying Random Forest and SMOTE. 2) 
increasing manipulated reviews class examples 
by generating manipulated reviews using GPT-3. 
GPT-3 (Generative Pre-trained Transformer) is a 
third-generation autoregressive language model that 
uses deep learning created by OpenAI to generate 
human-like text. It uses 175 billion parameters and 
was trained on Azure’s AI supercomputer (Scott, 2020). 

According to the study by Liang & Zhu (2018), the 
initial number of words for effective text-generation 
tasks equals 5 words. Therefore, in our study, we 
set as input number of words equal to 5 respectively. 
Moreover, based on the distribution of the word 
count in the manipulated reviews dataset, we 
create discrete buckets with one-word intervals in 
the range of 10~200 words that were adopted as the 
target length for the generated reviews. An example 
of review-generating code in Python using GPT-3 is 
shown in Figure 2, where ‘prompt’ is input words, 
and ‘max_length’ is the length of generated review.

The word count of the reviews follows the 
distribution in the manipulated reviews dataset, which 
is shown in Figure 3 (a). As a result, we generated 
4’000 reviews, distribution of original manipulated 

Review Label

Was not happy with the lobster it was to dry. I got it for my mom cause she was caving for it. 
And when I asks her ther other day she told me she throw the other half away. It hurt me that 
she was upset.

Non-manipulated

Having worked in hospitality I usually would never leave a nasty review and I have a lot of patience 
for hospitality as I worked in the industry, tonifht was possibly the worst service / food I have ever 
received, the food was terrible and made me feel ill after it, the service was slow and lethargic.

Manipulated

<Table 3> Examples of manipulated and non-manipulated reviews
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reviews, and generated manipulated reviews in the 
training dataset shown in Figure 3 (b). We increased 
the training dataset with non-manipulated and 
manipulated reviews (+ generated reviews) of 9/2, 
9/3, 9/4, and 9/5, respectively.

In the last step, we detected manipulated reviews 
using prediction models: logit, decision tree, and neural 

networks and compared the results and performances 
of each model. Since the accuracy rate is inappropriate 
for imbalanced datasets because it does not account 
for sample distribution and focuses on predicting only 
the majority class, it can lead to erroneous conclusions. 
Therefore, to estimate and compare our models, we 
selected evaluation metrics that are not sensitive to 

<Figure 2> A code example of review generating using GPT-3

<Figure 3> (a) The word count of the reviews follows the distribution in the 
manipulated reviews dataset. (b) distribution of original manipulated 
reviews, and generated manipulated reviews in the training dataset
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sample distribution: sensitivity, specificity, and 
G-mean. They are true positive (TP), true negative 
(TN), false negative (FN), and false positive (FP) 
(Shmueli et al., 2011). 

Sensitivity is the percentage of manipulated 
reviews correctly detected. Sensitivity = (Number of 
manipulated reviews correctly detected)/(Number 
of all manipulated reviews).

Specificity is the percentage of non-manipulated 
reviews correctly detected. Specificity = (Number 
of non-manipulated reviews correctly detected)/
(Number of all non-manipulated reviews).

G-mean measures overall prediction in terms of 
a ratio of sensitivity and specificity.

4. Experiment Results and Analysis 

To estimate model parameters, we increased the 
training dataset with non-manipulated and manipulated 
reviews (+ generated reviews) in step-by-step order 
9:2, 9:3, 9:4, and 9:5. However, to estimate the 
model manipulated reviews detection efficiency, 

the number of reviews in non-manipulated and 
manipulated reviews datasets was equal (manipulated 
reviews datasets did not include generated reviews). 
This experimental study explores the effect of 
various degrees of imbalanced training sets on 
manipulated reviews detection. Moreover, we evaluated 
the performance of several oversampling techniques 
and compared how the manipulated reviews detection 
efficiency changed depending on the oversampling 
method. Our results demonstrate the importance of the 
data imbalance problem and highlight its implications 
for the performance of manipulated review detection. 
Most notably, we find that oversampling manipulated 
reviews can significantly improve the performance 
of manipulated review detection. As you can see 
from tables 4, 5, and 6, the model’s performance 
has increased after applying oversampling or review 
generating. 

Table 4 shows that the sensitivity increased after 
oversampling the manipulated reviews, which means 
that the prediction performance for manipulated 
reviews increased depending on the proportion of 
manipulated reviews in the training dataset. However, 
Table 5 shows that after oversampling the manipulated 
reviews, the specificity decreased, which means that 
the prediction performance for non-manipulated 
reviews decreased respectively. These results occur 
since, in the original imbalanced training set, the 
classification boundaries of the majority class 
(non-manipulated reviews) invaded the minority 
class (manipulated reviews), and the classification was 
biased toward the majority class of non-manipulated 
reviews. We find that sensitivity achieves a maximum 
rate of 45.4% and G-mean achieves a maximum 
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rate of 63.4%, when the balanced proportion of the 
training set is 9:5, with oversampling by GPT-3 
review generation and applying neural networks as 
a classifier.

As a result, we find that all sampling techniques 
improved the efficiency of manipulated reviews 
detection depending on the proportion of manipulated 
reviews in the training dataset. However, oversampling 
by GPT-3 review generation overperformed traditional 
oversampling methods such as random oversampling 
and SMOTE. Notable that in the case of random 

oversampling, sensitivity and G-mean achieved a 
maximum rate of 38.1% and 60.2% when the balanced 
proportion of the training set is 9:2 with applying 
neural networks as a classifier. However, in the case 
of SMOTE, sensitivity and G-mean achieved a 
maximum rate of 42.1% and 62.5% when the balanced 
proportion of the training set is 9:4 with applying 
neural networks as a classifier. In other words, our 
research showed that the data imbalance problem plays 
an important role in manipulated review detection. Also, 
oversampling manipulated reviews can significantly 

Training set: 9:1 non-manipulated reviews and manipulated reviews
Testing set: 5:5 non-manipulated reviews and manipulated reviews

Logit Decision Tree NN

Train Test Train Test Train Test

Original dataset 7.6% 4.5% 22.4% 12.3% 98.6% 33.2%

Training set: 9:2 non-manipulated reviews and manipulated reviews
Testing set: 5:5 non-manipulated reviews and manipulated reviews

Random Oversampling 49.2% 19.6% 36.1% 17.8% 99.5% 38.1%

SMOTE 58.9% 24.0% 15.4% 5.1% 99.9% 39.2%

GPT-3 55.1% 12.9% 79.4% 21.7% 99.3% 37.6%

Training set: 9:3 non-manipulated reviews and manipulated reviews
Testing set: 5:5 non-manipulated reviews and manipulated reviews

Random Oversampling 91.2% 31.1% 91.2% 31.1% 99.1% 36.8%

SMOTE 75% 34.4% 97.1% 36.4% 99.8% 39.3%

GPT-3 73.6% 16.2% 99.5% 30.6% 95.7% 39.6%

Training set: 9:4 non-manipulated reviews and manipulated reviews
Testing set: 5:5 non-manipulated reviews and manipulated reviews

Random Oversampling 79.8% 38.5% 79.8% 38.5% 99.6% 36.2%

SMOTE 83.3% 40.3% 99.9% 35.8% 99.9% 42.1%

GPT-3 81.2% 17.5% 99.7% 30.7% 97.3% 41.6%

Training set: 9:5 non-manipulated reviews and manipulated reviews
Testing set: 5:5 non-manipulated reviews and manipulated reviews

Random Oversampling 85.6% 40.9% 82.4% 41.3% 99.7% 37.2%

SMOTE 87.4% 42.7% 75.9% 42.6% 99.9% 39.9%

GPT-3 85.1% 19.1% 99.7% 32.1% 98% 45.4%

<Table 4> Sensitivity rates achieved with prediction models
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improve the performance of manipulated review 
detection.

5. Conclusion and Further Research 
Direction

In this study, we have proposed an approach for 
manipulated reviews detection that enhanced the 
accuracy of manipulated reviews detection by 
solving the manipulated reviews imbalance 

problem. Furthermore, we proved that the model’s 
performance increased after applying oversampling 
by review generating. In our study, we used the 
novel autoregressive language model - GPT-3 to 
generate reviews based on manipulated reviews. 
Moreover, we found that applying GPT-3 model 
for oversampling manipulated reviews can improve 
the sensitivity of the model to detect manipulated 
reviews and shows better performance in classification 
than traditional oversampling models such as random 
oversampling and SMOTE. Furthermore, the GPT-3 

Training set: 9:1 non-manipulated reviews and manipulated reviews
Testing set: 5:5 non-manipulated reviews and manipulated reviews

Logit Decision Tree NN

Train Test Train Test Train Test

Original dataset 99.9% 99.9% 99.8% 99.0% 99.9% 95.4%

Training set: 9:2 non-manipulated reviews and manipulated reviews
Testing set: 5:5 non-manipulated reviews and manipulated reviews

Random Oversampling 99.4% 99.4% 97.9% 95.8% 99.9% 95.1%

SMOTE 99.6% 99.3% 99.7% 98.1% 99.9% 94.1%

GPT-3 99.9% 99.9% 99.8% 99.0% 99.9% 95.4%

Training set: 9:3 non-manipulated reviews and manipulated reviews
Testing set: 5:5 non-manipulated reviews and manipulated reviews

Random Oversampling 98.3% 97.5% 98.3% 97.5% 99.9% 95.0%

SMOTE 98.7% 97.4% 99.5% 88.6% 99.9% 94.9%

GPT-3 99.6% 98.9% 100% 94.7% 99.9% 90.5%

Training set: 9:4 non-manipulated reviews and manipulated reviews
Testing set: 5:5 non-manipulated reviews and manipulated reviews

Random Oversampling 96.6% 95.2% 96.6% 95.2% 99.9% 94.1%

SMOTE 97.7% 95.9% 99.9% 91.0% 99.9% 92.7%

GPT-3 98.7% 97.9% 100% 89.7% 96.4% 90.1%

Training set: 9:5 non-manipulated reviews and manipulated reviews
Testing set: 5:5 non-manipulated reviews and manipulated reviews

Random Oversampling 95.1% 92.7% 84.4% 84.0% 99.9% 94.1%

SMOTE 96.6% 92.3% 84.0% 84.7% 99.9% 94.7%

GPT-3 98.5% 97.1% 100% 91.2% 94.7% 88.5%

<Table 5> Specificity rates achieved with prediction models
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based review generation model outperformed other 
sampling techniques on proportion level 9:5 when 
neural networks were applied.

During several experiments, we have: (1) explored 
the causal link between the data imbalance problem 
and manipulated reviews detection models’ performance 
loss; (2) compared the results of manipulated reviews 
detection using different degrees of imbalanced 
distributions; (3) applied two widely used oversampling 
techniques: random oversampling and the synthetic 

minority oversampling technique (SMOTE) and 
compared them with generating manipulated reviews 
by the novel autoregressive language model - GPT-3 
to generate reviews based on manipulated reviews; 
(4) explored the levels of sensitivity and specificity 
of different detection methods (logit, decision tree, 
neural networks) to imbalanced datasets and the levels 
of sensitivity and specificity of sampling techniques 
to various training datasets and the test set. We proved 
that the model’s performance increased after applying 

Training set: 9:1 non-manipulated reviews and manipulated reviews
Testing set: 5:5 non-manipulated reviews and manipulated reviews

Logit Decision Tree NN

Train Test Train Test Train Test

Original dataset 27.6% 21.2% 47.2% 34.9% 99.3% 56.2%

Training set: 9:2 non-manipulated reviews and manipulated reviews
Testing set: 5:5 non-manipulated reviews and manipulated reviews

Random Oversampling 69.9% 44.1% 59.5% 41.3% 99.7% 60.2%

SMOTE 76.6% 48.8% 39.2% 22.4% 99.9% 60.7%

GPT-3 79.1% 35.7% 89.1% 45.3% 99.6% 58.3%

Training set: 9:3 non-manipulated reviews and manipulated reviews
Testing set: 5:5 non-manipulated reviews and manipulated reviews

Random Oversampling 83.0% 55.1% 83.0% 55.1% 99.5% 59.1%

SMOTE 86.1% 57.9% 98.3% 56.8% 99.9% 61.1%

GPT-3 85.4% 39.8% 99.8% 52.8% 96.6% 59.7%

Training set: 9:4 non-manipulated reviews and manipulated reviews
Testing set: 5:5 non-manipulated reviews and manipulated reviews

Random Oversampling 87.8% 60.5% 87.8% 60.5% 99.8% 58.4%

SMOTE 90.2% 62.2% 99.9% 57.1% 99.9% 62.5%

GPT-3 89.5% 41.3% 99.8% 52.5% 96.9% 61.2%

Training set: 9:5 non-manipulated reviews and manipulated reviews
Testing set: 5:5 non-manipulated reviews and manipulated reviews

Random Oversampling 90.2% 61.6% 83.3% 58.9% 99.8% 59.2%

SMOTE 91.9% 62.8% 79.8% 60.1% 99.9% 61.5%

GPT-3 91.5% 43.1% 99.8% 54.1% 96.3% 63.4%

<Table 6> G-mean values achieved with prediction models
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oversampling by review generating. And model’s 
sensitivity and G-mean values increased too. Moreover, 
all sampling techniques achieve a recovery. However, 
the GPT-3 based review generation model outperformed 
other sampling techniques on proportion level 9:5 
when neural networks were applied.

Our academic contribution consists of proposing 
an approach to manipulated reviews detection using 
machine learning techniques that improved detection 
accuracy and made detection more sensitive to 
manipulated reviews. Also, we proved that solving 
the imbalanced class problem of manipulated reviews 
dataset may significantly improve model accuracy. 
Moreover, we demonstrated that the OpenAI-based 
manipulated reviews-generating model overperformed 
the well-known oversampling method such as random 
sampling and SMOTE. 

For practical contribution, our model can help 
general customers and retailers or service owners 
to distinguish manipulated reviews, thereby protecting 
themselves from fraudulent activities and supporting 
the fair competition. In addition, our model could 
be applied to huge datasets in which humans cannot 
process and identify manipulated reviews.

The limitations of our research are that we used 
data only from Yelp.com, the further researchers may 
try to analyze reviews from different platforms and 
not only restaurant reviews but also other categories 
of products or services too. Also, there are technical 
aspects of text generation that could benefit from 
future experiments, not only for fake reviews 
generation.
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국문요약

기계학습과 GPT3를 시용한 조작된 리뷰의 탐지

체르냐예바 올가*ㆍ홍태호**

고객의 구매 의사결정에 영향을 주는 온라인 리뷰의 부적절한 조작을 통해 이익을 얻고자 하는 기업 

또는 온라인 판매자들 때문에, 리뷰의 신뢰성은 온라인 거래에서 매우 중요한 이슈가 되었다. 온라인 

쇼핑몰 등에서 온라인 리뷰에 대한 소비자들의 의존도가 높아짐에 따라 많은 연구들이 조작된 리뷰를 

탐지하는 방법에 개발하고자 하였다. 기존의 연구들은 온라인 리뷰를 기반으로 정상 리뷰와 조작된 

리뷰를 대상으로 기계학습으로 이용함으로써 조작된 리뷰를 탐지하는 모형을 제시하였다. 기계학습은 

데이터를 이용하여 이진분류 문제에서 탁월한 성능을 보여왔으나, 학습에 충분한 데이터를 확보할 수 

있는 환경에서만 이러한 성능을 기대할 수 있었다. 조작된 리뷰는 학습용으로 사용할 수 있는 데이터

가 충분하지 못하며, 이는 기계학습이 충분한 학습을 할 수 없다는 치명적 약점으로 내포하게 된다. 

본 연구에서는 기계학습이 불균형 데이터 셋으로 인한 학습의 저하를 방지할 수 있는 방안으로 부족한 

조작된 리뷰를 인공지능을 이용하여 생성하고 이를 기반으로 균형된 데이터 셋에서 기계학습을 학습

하여 조작된 리뷰를 탐지하는 방안을 제시하였다. 파인 튜닝된 GPT-3는 초거대 인공지능으로 온라인 

플랫폼의 리뷰를 생성하여 데이터 불균형 문제를 해결하는 오버샘플링 접근방법으로 사용되었다. 

GPT-3로 생성한 온라인 리뷰는 기존 리뷰를 기반으로 인공지능이 작성한 리뷰로써, 본 연구에서 사용

된 로짓, 의사결정나무, 인공신경망의 성능을 개선시키는 것을 SMOTE와 단순 오버샘플링과 비교하여 

실증분석을 통해서 확인하였다.

주제어 : 텍스트 마이닝, 온라인 리뷰, 조작된 리뷰 탐지, 텍스트 생성, 클래스 불균형 문제.
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