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1 |  INTRODUCTION

Computation and communication are the two most critical 
aspects affecting the overall system performance of complex 
integrated circuits. Technology scaling has enabled the in-
tegration of a large number of processing elements (PEs), 
in the form of intellectual property cores, within complex 
systems-on-chip (SoCs), thus increasing the computation 
performance of integrated circuits considerably. However, 
dealing with data communication among the ever-increasing 
number of PEs in an SoC environment requires faster and 
more efficient on-chip interconnection architectures [1–4]. 
Most interconnect networks in embedded SoCs rely on a 
traditional shared bus employing time-division multiplexing 

(TDM) communication protocols to reuse expensive on-chip 
interconnect resources. A TDM bus is usually accompanied 
by scheduling and arbitration overheads, which increases the 
transmission latency [5]. Furthermore, the lack of parallel 
transmissions makes the scaling of a TDM-bus-based on-
chip interconnect difficult, because each added PE decreases 
the bandwidth available to the other PEs. Network-on-chip 
(NoC) has been proposed to address the scalability, latency, 
throughput, and reliability issues of TDM on-chip commu-
nication [6]. The PEs in an NoC system communicate data 
packets through routers and communication links arranged in 
a specific network topology. The locality of interconnections 
provides a high level of parallelism, because all the links and 
routers in the NoC can operate simultaneously on different 
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data packets [7]. However, the data transfer latency depends 
on the relative positions of the source and destination PEs 
in the network, which may make it difficult to fulfil timing 
constraints in the real-time SoCs. In addition, NoC may incur 
high power consumption and area overheads and require 
complex logic [8].

On-chip interconnection based on the code-division mul-
tiple access (CDMA) technique has been recently proposed 
to eliminate the complexity incurred by routing issues [9–
11]. Most of these proposals incorporate spread-spectrum 
technology to encode multiple data streams in parallel onto 
the same physical interconnect, thus delivering a throughput 
speedup over a conventional split-transaction bus. In this ap-
proach, the data from different transmitting PEs are first inde-
pendently encoded by using mutually orthogonal spreading 
codewords and then combined together into a composite data 
stream. The composite data stream is then transmitted over a 
shared bus to all receiving PEs, concurrently. Each receiving 
PE extracts its associated data stream by using the same code-
word as the corresponding transmitting PE. This centralized 
data transfer scheme provides constant data transfer latency 
between any pair of PEs. In comparison with conventional 
on-chip communication schemes, the CDMA bus is more 
suitable for supporting multiple-access communications and 
it is capable of achieving higher throughput under heavy traf-
fic load conditions. In addition to its use as a multiprocessor 
bus, the CDMA technique is used as an alternative to a cross-
bar switch in NoC routers, and a flexible peripheral switch 
that simplifies interconnection between the CPU core and 
numerous input/output ports [1,5,12,13].

The main design choice in the on-chip CDMA-based in-
terconnect architecture concerns the codeword assignment 
method. In static CDMA systems, each PE is permanently as-
signed a distinct codeword that it uses to encode its outgoing 
data [12,14]. With such an assignment scheme, the number 
of available codewords must match the number of PEs in the 
system, which is not desirable, especially in large systems. 
In contrast, in dynamic CDMA systems, codewords are as-
signed to PEs on demand, thus allowing the use of a limited 
number of codewords in systems with a large number of PEs 
[15]. The dynamic codeword assignment improves system 
scalability while providing lower latency compared with the 
static assignment scheme. However, as the maximum number 
of concurrent transmissions is determined by the number of 
available codewords, the dynamic CDMA system may suffer 
a performance loss under heavy traffic load condition.

Adaptive algorithms for codeword assignment were pro-
posed in [16] and [17] for an efficient usage of spreading 
codewords. The overloaded CDMA interconnect (OCI) was 
introduced in [14] to enhance the capacity of CDMA NoC 
crossbar by increasing the number of usable spreading code-
words. The evaluation results demonstrate the superiority 
of the OCI-based NoCs in terms of area and throughput. A 

CDMA protocol for the dynamic assignment of spreading 
codewords was presented in [15]. It is demonstrated that the 
parallel CDMA network has a higher throughput and lower 
latency than the mesh-based NoC and the TDM bus due to 
the simultaneous medium access nature of CDMA.

Although appealing in many respects, the CDMA concept 
has not yet found a wider acceptance in the domain of SoC 
design, primarily because of the difficulties in realizing com-
plex control and arbitration mechanisms in hardware. The 
on-chip CDMA bus should include an arbiter to resolve con-
flicts when multiple PEs issue transmission requests to the 
same destination PE [18–20]. In addition, the arbiter should 
ensure correct synchronization and provide the distribution 
of codewords to PEs. The CDMA arbiter design is particu-
larly complex in dynamic CDMA systems, where it should 
additionally deal with the run-time assignment of spreading 
codewords [15]. The existing CDMA bus proposals employ 
centralized arbitration schemes with multiple request and 
grant lines between different PEs and the arbiter. The PEs 
send their requests independently and the centralized arbi-
ter decides which of them should be allowed to transmit and 
which codeword will be used for data encoding/decoding. 
The centralized arbitration makes CDMA-bus-based systems 
difficult to scale. In systems with a large number of PEs, the 
central arbiter can introduce a significant delay and become 
a performance bottleneck. Another disadvantage is the exis-
tence of numerous long arbitration lines. These problems can 
partially be solved by separating the arbitration phase from 
the data transmission phase. In this case, while the data bus is 
used for data transmissions, the next transfer is already being 
arbitrated by the central arbiter simultaneously. In systems 
having long data transfers, this scheme could provide satis-
factory performance [21]. Nevertheless, the high complexity 
of the centralized arbiter is a serious obstacle to both the per-
formance and scalability of CDMA-bus-based systems, es-
pecially in dynamic CDMA systems, which employ complex 
codeword assignment algorithms.

In this paper, we present a novel distributed arbitration 
scheme for an on-chip CDMA bus, which supports both 
dynamic and static codeword assignments. The proposed 
arbitration unit is composed of a set of simple and function-
ally identical local arbiters, each associated with a PE. The 
local arbiters are connected in a ring, and they cooperatively 
implement a two-phase token-passing algorithm. In both 
phases of the arbitration procedure, the interaction between 
the PEs is enabled by passing tokens over the arbitration 
ring. In the first phase, destination conflicts are resolved, 
ensuring that no more than one source PE sends data to the 
same destination PE at any time. In the second phase, distinct 
codewords are assigned to the selected source-destination 
pairs of PEs. The dynamic codeword assignment algorithm 
is based on the concept of temporal codeword ownership, 
according to which only PEs that own the codeword are 
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allowed to transmit their data over the CDMA bus. When 
idle, the codeword owner hands over its codeword owner-
ship to any PE that is ready to transmit but does not own 
a codeword. The proposed distributed arbiter offers several 
advantages over the conventional centralized arbitration 
schemes. First, the distributed and modular arbiter design 
improves the scalability of the CDMA bus because adding 
new PEs to the system does not require any modification 
of relatively simple local arbiters. Second, due to local and 
short connections between local arbiters, the arbiter can sup-
port high-frequency bus operation without any dependency 
on the system size. Finally, the token-ring approach allows 
the implementation of complex arbitration algorithms in 
hardware, which is of crucial importance for an efficient 
design of the dynamic on-chip CDMA bus. However, due 
to its multi-cycle operation, the ring arbiter introduces time 
overheads, which can reduce the overall data throughput of 
the CDMA bus. However, as demonstrated by the simulation 
results, the throughput reduction due to arbitration delay is 
significant only when the number of available codewords is 
much smaller than the number of PEs. In an optimally con-
figured dynamic CDMA-bus-based system, the reduction in 
data throughput is less than 5%.

The rest of the paper is organized as follows. In Section 
2, we review the basics of on-chip CDMA-based commu-
nications, including general organization and two main ar-
chitectural variants of these systems. Section 3 introduces 
the proposed token-ring arbitration scheme for a dynamic 
CDMA-bus-based multiprocessor system. We first present 
the architecture of the arbitration ring and then describe the 
distributed arbitration algorithm in detail. Section 4 presents 
an evaluation of the proposed arbitration scheme in terms of 
bus throughput (BT) and latency. The concluding remarks are 
presented in Section 5.

2 |  CDMA-BUS-BASED ON-CHIP 
INTERCONNECT INFRASTRUCTURE

The basic principle of an N-channel CDMA-based intercon-
nect, which permits the simultaneous transmission of up to 
N data bit streams from a set of N transmitters to a set of N 

receivers, is illustrated in Figure 1. At the transmitter end, 
data bit streams are first encoded by using a distinct spread-
ing codeword for each stream. Then, the encoded streams are 
summed up into a composite CDMA stream, which is deliv-
ered to all the receivers. At the receiver end, each receiver 
can retrieve any data bit stream by correlating the composite 
CDMA stream with the corresponding codeword.

For a perfect separation of data streams, codewords must be 
mutually orthogonal, that is, each codeword should have a zero 
correlation with the other codewords and a high correlation 
with itself [22]. For the encoding/decoding of data streams, 
CDMA-bus-based systems commonly employ the Walsh code, 
which satisfies the orthogonality property and is relatively 
simple to realize. With this code, the codewords are rows (or 
columns) of Walsh-Hadamard (WH) matrices [23,24]. These 
matrices are constructed recursively by starting from a single 
bit, according to the following matrix construction rule:

where WH1 =[1] , n=1, 2,…. Therefore, N distinct code-
words, which are required to implement an N-channel CDMA 
system, can be obtained from WH2n, where n=⌈log2N⌉. Note 
that the codewords are of length N.

To encode a data bit stream by a Walsh codeword, each 
data bit needs to be XORed with every bit of the codeword, 
sequentially. Thus, every data bit is spread out into a sequence 
of N single-bit values, the so-called chips. The chip values 
obtained from all the active transmitters in the current cycle 
are summed arithmetically by the adder unit. The numerical 
value obtained by chip summation is called the sum-chip and 
can be represented by k= (1+ log2N) bits [25]. The CDMA 
packet is a sequence of N sum-chips produced through encod-
ing N input data bits, one from each transmitter. The CDMA 
packets are transported to receivers in a sum-chip-serial form 
over a binary CDMA bus, which consists of k two-level signal 
wires and allows the transfer of one sum-chip per bus cycle. 
To decode the desired data bit, the receiver needs to add up 
all the sum-chips of the incoming CDMA packet by using 
the bits of the corresponding codeword as signs for the sum-
chips. The value of the decoded data bit is decided by the sign 
of the total summation value of all N sum-chips. Thus, the 
capacity of the N-channel CDMA bus is N data bits per bus 
cycle, and it is equally shared among the N data bit streams.

Figure 2 shows a typical organization of the CDMA-
based multiprocessor system. The system is composed of 
M PEs, which use an N-channel CDMA bus for exchanging 
data streams. In general, the system size, M, and the CDMA 
bus size, N, can differ, as long as N≤M. In this organiza-
tion, the CDMA encoder, which encodes the bits of all the 

(1)WH2n = [wi,j]2n×2n =

(
WH2n−1 WH2n−1

WH2n−1 WH2n−1

)
,
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data streams and generates the composite CDMA stream, is 
centralized, whereas the CDMA decoders are distributed and 
attached to the PEs. Each active transmitting PE sends the 
bits of the data stream to the CDMA encoder over a separate 
data line, whereas the composite CDMA stream is delivered 
back to all the PEs over a common binary CDMA bus and 
then independently decoded by the local CDMA decoders of 
the active receiving PEs.

The control part of the system is represented by the 
“Arbitration unit” block (AU), which manages the requests 
from the PEs for establishing/terminating the data streams. 
The AU performs this function by sampling the requests from 
the PEs and using an appropriate arbitration algorithm to de-
cide which PE will be the next to gain access to the bus, and 
which codeword will be used for data encoding. The follow-
ing two types of resource conflicts should be resolved before 
a new data stream is established: the destination conflicts and 
the codeword conflicts. The destination conflicts are a con-
sequence of the constraint that each PE can receive at most 
one data stream at any given time. When multiple PEs si-
multaneously request data stream connections targeting the 
same receiving PE, the AU should allow transmission to one 
of the requesting PEs and place the rest in the waiting state. 
The codeword conflicts are a result of the requirement that 
all concurrent data streams must be encoded by different 
codewords.

In N-channel CDMA systems with M=N PEs, the code-
word conflicts can be resolved statically, by fixedly assigning 
a unique codeword to each PE for reception. In such so-called 
static CDMA systems, the AU need not be involved in resolv-
ing codeword conflicts. The CDMA decoders are configured 
with mutually different codewords during system initializa-
tion, whereas the CDMA encoder is automatically config-
ured with the codeword of the receiving PE each time a new 

data stream is established. However, the static CDMA sys-
tems suffer from a low utilization of the available CDMA-bus 
capacity. As a CDMA bus offers a constant bandwidth of 1∕N 
bits per cycle to each active data stream, the communication 
capacity of the static N-channel CDMA system is fully uti-
lized only when the number of active data transmitters equals 
N. This occurs during time periods when each PE is involved 
in communication either as a data stream transmitter or re-
ceiver. When there are n<N active data streams, the unused 
fraction of the communication capacity of (N−n)∕N bits per 
cycle cannot be used to speed up the transmission of active 
streams. Another disadvantage of the static CDMA scheme is 
the lack of scalability, because new PEs cannot be added to 
the system without increasing the CDMA bus capacity, that 
is, the code length. Increasing the code length leads to an in-
crease in the area overheads and data transfer latency.

In contrast, in the so-called dynamic CDMA systems, 
codewords are assigned to data streams. Each time a new 
data stream is established, both the CDMA encoder of the 
transmitting PE and the CDMA decoder of the receiving PE 
are configured with one of the currently available codewords. 
After the data stream is terminated, the allocated codeword 
is made available for use by other transmitter-receiver pairs. 
The main advantage of the dynamic scheme is that the code-
word length does not impose any limit on the number of PEs 
that can be connected to the CDMA bus. In contrast to the 
static case, the bandwidth of an N-channel CDMA bus is not 
shared equally and statically among N PEs, but is allocated 
dynamically, on demand, among M>N PEs. As long as the 
number of active data streams is equal to or less than N, the 
dynamic CDMA system offers the same level of communi-
cation performances as the static one. However, when the 
CDMA bus is fully utilized, new connection requests should 
be put on hold until a codeword is freed up. The scalability 
is achieved at the expense of the increased complexity of the 
AU, which now must resolve not only destination conflicts 
but also codeword conflicts.

3 |  TOKEN-RING ARBITER FOR 
DYNAMIC CDMA BUS

In this section, we present a new design of the CDMA bus 
arbitration unit based on a token-ring scheme. The proposed 
ring-arbiter is suited for dynamic CDMA-bus-based systems 
and features distributed architecture.

3.1 | Arbitration in dynamic CDMA-
bus system

The arbitration in dynamic CDMA-bus-based systems is pri-
marily complicated by the need to assign a distinct codeword 
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to each concurrently active data stream. In general, the ar-
bitration procedure involves the following four phases. In 
the first phase, the destination conflicts are resolved. In this 
phase, the arbitration logic should allow the source PE to test 
and reserve the destination PE for reception, which might in-
clude waiting for the destination PE to finish the reception 
of an ongoing data stream. In the second phase, the arbitra-
tion logic reserves one of the available codewords for the se-
lected pair of source-destination PEs. In contrast to the static 
CDMA-bus system, in which each PE is the exclusive owner 
of a codeword, each of N codewords in the dynamic system 
can only be temporarily owned by one of M PEs. The PE that 
owns a codeword can use it for encoding data bits during data 
stream transmission. As M>N, not all PEs can simultane-
ously be codeword owners. Therefore, a PE that intends to 
transmit a data stream, but does not currently own a code-
word, has to request a codeword from other PEs. In contrast, 
a PE that owns a codeword, but is currently not using it for 
transmission, has to hand over its codeword ownership to the 
requesting PE. Note that the connection might be postponed 
if all the N codewords are currently in use. After acquiring 
the codeword ownership, the source PE should notify the des-
tination PE of the codeword that will be used for data stream 
encoding. In the third phase, the data stream transmission oc-
curs. In the fourth and final phase, the transmitting PE ter-
minates the transmission of the data stream, which includes 
notifying the receiving PE about the termination of the data 
stream, and releasing the receiving PE for a new connection.

3.2 | Architecture of the arbitration ring

The ring-arbiter for an N-channel CDMA bus with M PEs 
is composed of M simple ring-arbiter elements, and each 
element is attached to a PE, as shown in Figure 3. The ring-
arbiter element consists of the token register (TR) and the 
associated control logic. The TRs of all the ring-arbiter ele-
ments are connected to form a system-wide ring. At any 
time, M tokens, Ti, i=0,… , M−1, circulate synchronously 
around the ring in a parallel form. In the proposed ring-ar-
biter architecture, each PE is the owner of one token. In 
particular, we assume that PEi owns token Ti. The TRs of 
all the ring-arbiter elements are driven by a common clock 
signal. The period of this clock signal is referred to as a 
token interval. The ring interval is defined as the time taken 
by each token to complete a full circle around the ring. It 
equals M token intervals. The beginning of the ring inter-
val corresponds to the token interval during which each PE 
holds its own token. At the next token interval, token Ti is 
transferred to PE(i+1)modM, whereas PEi receives the token 
T(i−1)modM. In general, at the k th token interval, PEi holds 
the token T(i−k)modM. Thus, for token identification, it is suf-
ficient that the ring-arbiter element implements a modulo-M 

counter (token counter), which is initialized to the value of 
i and is decremented at each token interval. The content of 
the token counter corresponds to the identifier of the token 
currently held by the PE. To facilitate interaction between 
the ring arbiter and the CDMA decoder/encoder logic, we 
assume that their clock signals are derived from the same 
oscillator. With this assumption, the token interval lasts the 
same as the chip interval.

In addition to token and counter registers, the implemen-
tation of the dynamic codeword allocation scheme requires 
the inclusion of a third register in each ring-arbiter element 
for storing the identifier of the codeword owned by the local 
PE. This so-called codeword register (RCW) is also associated 
with two single-bit flags: B (busy) and V  (valid). The V  flag, 
if set, indicates that the RCW contains a valid codeword, that 
is, the local PE is the owner of the codeword whose identifier 
is stored in RCW. The B flag, if set, indicates that the PE is 
currently using its codeword for encoding the outgoing data 
bit stream. If B is reset, and V  is set, then the PE is the owner 
of the codeword that it does not use, and hence, it can transfer 
the codeword ownership to another PE if it receives such a 
request. After handing over its codeword ownership, the PE 
resets the V  flag. If the PE needs a codeword later, it will have 
to request it from other PEs. As the number of PEs is equal 
to or greater than the number of codewords, only N out of M 
PEs are initialized with valid codewords.

In the proposed ring-arbiter architecture, tokens are used 
as a means for exchanging status/control information among 
the PEs during the arbitration process. The token itself is a 
simple data structure composed of several bit-fields. In par-
ticular, there are four single bit fields, R, L, C, and S, and 
two multiple-bit fields, CW and ID. The R (Reserved) and 
L (Last) bits are used for controlling the establishment and 
termination of the data stream connection, whereas the rest 
are used during the codeword allocation process. The R bit 
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of token Ti, if set, indicates that the PEi is currently reserved 
for data stream reception. The bit L of token Ti, if set, serves 
as an indication to PEi that the source PE has initiated the 
termination of the data stream. The field ID of token Ti holds 
the identifier of the PE that has initiated the data stream con-
nection with PEi. The length of the ID field is ⌈log2M⌉ bits. 
The S (Search) bit is used as the codeword request indicator. 
The CW field is used

for exchanging codewords between PEs. This field can 
hold a codeword identifier, and its length is ⌈log2N⌉ bits. The 
C (Codeword) bit, if set, indicates that the CW field contains 
a valid codeword identifier.

3.3 | Token-ring arbitration algorithm

The control path of the ring-arbiter element is divided into two 
concurrent processes: the transmitter (TX) and receiver (RX) 
processes. The RX process is always active, and it has the fol-
lowing two responsibilities. First, it responds to codeword re-
quests, and second, it manages data stream reception. The TX 
process regulates the data stream transmission. The transmis-
sion is started each time the local PE issues a request for trans-
mitting a new data stream. After the data stream is transmitted, 
the TX process returns to the non-active state. Both processes 
can access the codeword and token registers. The detailed de-
scription of both processes, in pseudocode form, is given in 
Listing 1 and 2. In the pseudocode, we use the “dot” notation to 
refer to the individual fields of registers and tokens.

3.3.1 | TX process

Suppose that PEi wants to establish a data stream connec-
tion with PEj. Before issuing the connection request, the PEi 
writes the content of the data stream into the transmit FIFO 
and passes the identifier of the destination PE and the length 
of the data stream to the TX process. Once started, the TX 
process should first reserve the destination PE for reception 
(lines 1 and 2 of Listing 1). Therefore, it waits for token Tj 
and tests the R bit. Waiting for token Tj indicates that the TX 
process continuously checks the token counter until its con-
tent becomes equal to j. If PEj is available for reception, then 
the R bit of token Tj will be reset (0). Otherwise, if Tj. R=1, 
the TX process must wait for the full ring-interval to receive 
Tj again and repeat the test. Once the TX process receives 
the token Tj with the R bit reset, it sets this bit to 1. Thus, PEi 
informs PEj about its connection request, and simultaneously 
prevents other PEs from initiating connection with PEj. At 
the same token interval, the TX process checks whether it is 
the codeword owner by testing the V  bit of the codeword reg-
ister (line 3). If PEi owns a codeword, then it copies the con-
tent of the codeword register into the CW field of token Tj to 

inform the PEj about the codeword that will be used for data 
stream encoding (line 4). Both S and C bits of this token must 
be reset for PEj to accept the content of the CW field as the 
new codeword (line 11). Furthermore, the TX process writes 
the identifier of the local PE (that is, i) into the ID field of 
token Tj (line 12). Then, the TX process prepares data stream 
transmission by configuring its CDMA encoder with the 
codeword present in the codeword register. The B bit is also 
set to indicate that the codeword is in use henceforth (line 
13). However, PEi does not start the data transmission imme-
diately, because it has to wait for PEj to receive the token Tj,  
which occurs at the beginning of the next ring interval (line 
15). In contrast, if PEi does not own a codeword, then the TX 
process should issue a codeword request by setting the S bit 
in token Tj (line 6). Then, it repetitively checks the C bit of 
token Tj until the value of this bit is 1, which indicates that 
the codeword is determined and its identifier is present in the 
CW field of the same token. Once PEi becomes the codeword 
owner, the TX process proceeds as already described (lines 
11–16).

LISTING 1 TX process (of PEi)
1. wait until (Tj.R=0)

2. Tj.R = 1

3. if(RCW.V = 1) then

4. Tj.CW = RCW

5. else

6. Tj.S = 1

7. wait until (Tj.C = 1)

8. RCW = Tj.CW;

9. RCW.V = 1

10. end if

11. Tj.C = Tj.S = 0

12. Tj.ID = i

13. RCW.B = 1

14. configure CDMA encoder with codeword RCW

15. wait until next ring interval

16. transmit data stream

17. wait for Tj

18. Tj.L = 1

19. wait for Tj

20. Tj.R = Tj.L = 0

21. Stop

LISTING 2 RX process (of PEj)
1. wait until (token, Tk, is received)

2. if(Tk.S = 1 && Tk.C = 0 && RCW.V = 1 && 
RCW.B = 0) then

3. Tk.CW = RCW

4. Tk.C = 1
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5. Tk.S = 0

6. RCW.V = 0

7. end if

8. if(k = j) then

9. if(Tj.R = 1 && Tj.S = 0 && Tj.C = 0)then

11. configure CDMA decoder with Tj.CW; start reception

13 else if(Tj.L = 1) then

14 stop data stream reception

15. end if

16. end if

17. goto 1

After the connection is established, the data bit stream 
is transferred continuously. The length of the data stream 
may be arbitrary with the only constraint being that the 
total number of data bits must be a multiple of p bytes, 
where p is an integer greater than or equal to ⌈M∕(8N)⌉. 
This constraint is necessary to ensure correct synchroniza-
tion between the CDMA bus encoder/decoder logic and the 
arbitration ring. The termination of the data stream trans-
mission is a two-step procedure. First, the TX process of 
PEi notifies the RX process of PEj that the transmission 
ends by setting the L bit of token Tj (lines 17 and 18). Then, 
in the next ring interval, it releases PEj for other connec-
tions by resetting the bits R and L of the same token (lines 
19 and 20). The two bits, R and L, are necessary for con-
trolling the connection to avoid joining two data streams 
addressed to the same destination. When only the R bit ex-
ists, it is possible that PEi first resets the R bit of token Tj,  
and then another PE on the path to PEj again sets the R 
bit and begins the transmission of its data stream. As the 
change of the R bit value is not visible to PEj, it continues to 
receive the data stream without noticing that the source PE 
has been changed. The L bit resolves this situation.

Note also that the R and L bits are reset by the source 
PE, rather than by the destination PE. This is because of the 
intention to implement the round-robin arbitration policy. 
With the R and L bits reset by the source PE, the highest 
priority for establishing a new connection with the same 
destination PE is given to the immediately next PE after 
the PE that just terminated the connection. The round-
robin policy is a desirable feature, as it provides fairness 
in arbitration.

3.3.2 | RX process

The RX process wakes up at every token interval to exam-
ine the token it just received over the arbitration ring (line 
1 of Listing 2). If the token carries the codeword request, 
and the local PE owns a codeword that it does not use, the 
RX process takes over the codeword and adjusts the flag 

bits accordingly (lines 3–6). Additionally, if the local PE 
is the owner of the received token (line 8), the RX process 
checks whether the token carries the data stream connec-
tion/termination request (lines 9 and 13). In the case of a 
connection request, the RX process configures the CDMA 
decoder with the codeword whose identifier is contained in 
the CW field of the received token and starts data reception 
immediately (line 11). The RX process obtains the identi-
fier of the transmitting PE from the ID field of the same 
token. The RX process stops data reception and switches 
off the CDMA decoder once it finds the L bit set to 1 in 
its own token (line 14). Because of the delay between the 
token interval at which the source PE ends the data stream 
transmission, and the token interval at which the destina-
tion PE receives its own token, the RX process must also 
discard any incompletely received p-byte data word.

3.3.3 | Arbitration delay

The arbitration delay is defined as the time span between 
the issue of the connection request by the source PE and 
the beginning of the data stream transmission. The arbitra-
tion delay is not constant but it varies depending on the 
current traffic conditions, the distance between the source 
and destination PEs, and the position of the token of the 
destination PE when the source PE has issued the request. 
Assuming that the destination PE is available for recep-
tion and there are no other connection requests targeting 
the same PE, and that the source PE owns a codeword, the 
average arbitration delay is equal to a ring interval, that 
is, M token intervals. This is because the source PE must 
first wait for the token of the destination PE, and then the 
token must reach the destination PE. If the source PE does 
not own a codeword, and there is some other PE willing 
to hand over its codeword, the delay is increased for M 
additional token intervals. This is because the token that 
carries the codeword search request needs a full ring-inter-
val to return to the source PE. The arbitration delay might 
increase for an integer number of ring intervals in the case 
of unavailability of the destination PE and/or a temporary 
absence of codewords.

4 |  EVALUATION RESULTS

In this section, we will present and discuss the evaluation re-
sults on the effectiveness of the proposed token-ring-based 
arbitration unit for an on-chip CDMA-bus with dynamic 
codeword assignment. Based on the arbitration algorithm pre-
sented in Listings 1 and 2, we developed both a cycle-accu-
rate simulator in SystemC, for assessing the communication 
performances of the CDMA bus, and a synthesizable RTL 
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description in VHDL, for estimating the hardware complex-
ity of the ring arbiter. By using VHDL description, we imple-
mented a ring arbiter with 16 ring elements in a Xlinx Artix 
7 FPGA device. In this implementation, each ring element 
comprises arbitration-related logic only. The implementation 
report shows the usage of only 26 look-up tables (LUTs) and 
23 flip-flops per ring element, and the maximum operating 
frequency of 200 MHz. These results indicate that the pro-
posed distributed arbiter can be incorporated into a typical 
CDMA bus without significantly increasing the overall hard-
ware complexity of the CDMA-related logic [11,16,17].

Communication performances are estimated under sat-
urated and variable traffic loads. The variable traffic load 
is emulated with the PEs generating data bit streams inde-
pendently at a rate λ following the Poisson distribution. The 
traffic rate, λ, is expressed in data bits per chip-interval, and it 
is the same for all the PEs. For saturated traffic load, every PE 
generates a new data stream immediately after successfully 
sending the previous one. In simulations, we use two traf-
fic patterns: uniform and hotspot. Under the uniform traffic 
pattern, the generated data streams are destined randomly to 
other PEs with an equal probability. Under the hotspot traffic 
pattern, a PE is chosen as the hotspot receiving an extra parti-
tion of the traffic in addition to the regular uniform traffic. In 
particular, given a hotspot percentage of h, a newly generated 
data stream is directed to the hotspot PE with an additional h
percent probability.

The design parameters varied between simulations are 
as follows: (a) the system size (M), that is, the number of 
PEs and (b) the bus width (N), that is, the maximum num-
ber of concurrent data stream transmissions supported by the 
CDMA bus. The N-channel CDMA system supports up to 
N parallel data-stream transmissions at the rate of 1∕N bits 
per chip-interval per channel. Therefore, the capacity of the 
CDMA bus equals 1 bit per chip-interval, independently of 
the bus width. For example, in the case of N=1 (correspond-
ing to the standard shared bus), a data stream can be transmit-
ted over the bus at a time at the rate of 1 bit per chip-interval. 
In contrast, in an M-channel CDMA bus (corresponding to 
the static CDMA system), all M PEs can simultaneously send 
their data streams, but at the rate of 1∕M bits per chip-interval 
only.

The performance metrics used for the evaluations are as 
follows:

• Data stream latency (DSL), which is defined as the time 
period spanning from the time a data stream transmission 
request is issued to the arbiter unit at the source PE to the 
time the data stream is delivered to the destination PE.

• Node throughput (NT), which is defined as the average 
number of data bits transmitted by a PE per chip-interval 
under specific traffic load conditions.

• Bus throughput (BT), which is defined as the sum of node 

throughputs of all the PEs. Note that, as the BT never ex-
ceeds the bus capacity of 1 bit per chip-interval, it effec-
tively represents the fraction of utilized bus capacity.

4.1 | Evaluation with saturated traffic load

Figure 4 shows the BT under saturated traffic load with a 
uniform traffic pattern as a function of the bus width for four 
different system sizes, M = 8, 16, and 32. For each system 
size, the bus width changes from N=1 to N=M. In these 
simulations, the length of data streams is fixed to 64 bits.

The BT is the most important system-level communi-
cation performance indicator, which indicates the absolute 
limit reached by the throughput of a CDMA-bus-based 
system under saturation traffic. As shown in Figure 4, the 
CDMA bus capacity cannot be fully utilized, although there 
are always pending requests for data stream transmissions 
under the saturated traffic condition. A high BT of more 
than 0.95 is achieved for a relatively wide range of mid-
dle-valued bus widths. However, there is a significant drop 
in BT outside of this range. The reduction in BT for small 
and large bus widths is a consequence of the arbitration-re-
lated overheads and the destination conflicts, respectively. 
Consider the case of N=1. Such a single-channel bus-
based system has only one codeword, and consequently, 
only one data stream can be transferred at a time. As the 
resolution of destination conflicts by using the arbitration 
ring can proceed concurrently with the data stream trans-
mission, there are potentially multiple PEs waiting for a 
codeword. Once the data stream transmission is completed, 
the codeword is released and then reassigned to one of the 
awaiting PEs. However, it takes some time (that is, chip 
intervals) until the codeword is transferred from the current 

F I G U R E  4  BT under saturated traffic load with a uniform 
traffic pattern as a function of the bus width (N) for four system 
sizes, M=4, 8, 16, and 32. The ending points of the throughput curves 
correspond to static CDMA bus
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codeword owner to the requesting PE over the arbitration 
ring. During that time, the CDMA bus is idle, which ef-
fectively reduces the throughput. The codeword delivery 
time depends on the system size, because the token carry-
ing the codeword needs to make more ring hops on average 
to reach the requesting PE in larger arbitration rings than 
in smaller ones. Hence, the system throughput of a sin-
gle-channel CDMA system with M=32 PEs is smaller than 
that of the systems with M=16 and M=8 PEs. In the case 
when N>1, the codeword delivery time influences only the 
channel associated with the specific codeword, whereas 
the data stream transmissions over other channels continue 
without interruption. Because only 1∕N fraction of the bus 
capacity is wasted during the codeword delivery time, the 
BT increases as the bus width increases.

Let us consider now how the BT changes when the bus 
width approaches the system size. In a CDMA-bus-based sys-
tem, PEs are limited to receiving one data stream at a time. 
Under the saturated traffic condition, this constraint leads to 
frequent destination conflicts, when multiple source PEs need 
to contend for the same destination PE. While waiting for the 
destination PE, the source PE cannot start another transmission 
but it remains idle until the previous one is completed. Thus, 
the destination conflicts reduce the number of actively trans-
mitting PEs, which effectively reduces the load of the CDMA 
bus. When the number of active transmitters is less than the 
number of available CDMA channels, a fraction of the bus 
capacity remains unused, and the BT drops. Figure 5 shows 
the probability density functions of the number of active trans-
mitters in a static CDMA system under saturated traffic load 
for systems with M = 8, 16, and 32 PEs. As can be observed, 
the probability that all M PEs intend to transmit to the same 
receiver PE is almost zero, and the probability that all MPEs 
intend to transmit to different receiver PEs is also zero. For 
example, in the system with M=32 PEs, the expected number 
of active transmitters is 20, and this number varies for no more 
than 5transmitters in 99% cases. With such a distribution, the 
destination conflicts do not influence the BT of systems with 
a bus width less than 15, because the number of active trans-
mitters is never larger than the number of available channels. 
However, when N>15, some channels occasionally remain 
idle due to the lack of sufficient number of data streams, which 
lowers the BT (Figure 4). As the bus width further increases, 
the BT rapidly reduces and drops to 0.6 for a static CDMA sys-
tem (M=32). Similar observations hold for other system sizes. 
This result indicates that the bus width of approximately M∕2 
represents the optimal configuration of a dynamic CDMA sys-
tem in terms of BT. In other words, in CDMA systems with a 
constant bus width of N, the BT is maximized with M = 2N 
PEs. This observation is confirmed by Figure 6, which shows 
the BT under saturated traffic as a function of the number of 
PEs for three different bus widths, N=4, 8, and 16. For each 
bus width, N, the number of PEs is changed from N to 32. 

In all the cases, the maximum BT is achieved when the num-
ber of PEs is approximately 2N. When M is less than 2N, the  
BT is reduced due to the destination conflicts; when M is 
greater than 2N, the throughput is reduced due to the arbitra-
tion overheads.

Figure 7 shows the BT under saturated hotspot traffic 
with different hotspot percentages (h) as a function of the 
bus width in a CDMA-bus-based system comprising M=16 
PEs. Note that the curve for h = 0% corresponds to the 
uniform traffic pattern. As might be expected, the hotspot 
traffic has a significant effect on the BT, especially when 
h≥10%. The occurrence of hotspot not only reduces the BT, 
but also changes the value of the bus width for which the 
BT is maximized. For example, in the system with M=16 

F I G U R E  5  Probability density functions of the number of active 
transmitters in a static CDMA system under saturated traffic load for 
three systems sizes, M=8, 16, and 32
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F I G U R E  6  BT under saturated traffic load as a function of the 
system size (M) for three bus widths, N=4, 8, and 16
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PEs with h=5%, the optimum bus width is reduced to N=6

, although the maximum BT is only slightly lower than that 
under the uniform traffic. When the hotspot percentage rises 
to h=20%, the optimum bus width drops to N=3. These re-
sults suggest that, if the hotspot traffic is expected, the bus 
width should be set to a value less than M∕2. Note also that 
the starting points of the curves in Figure 7 correspond to 
the conventional TDM bus (N=1). Based on the shape of 
the curves in Figure 7, the optimally configured dynamic 
CDMA bus is less vulnerable to hotspot traffic than the 
TDM bus. This performance advantage of a CDMA bus can 
contribute to its possibility of parallel data transmissions.

4.2 | Evaluation with variable traffic load

The performance results for variable traffic load are shown 
in Figures 8 and 9. Figure 8 shows the BT as a function of 
traffic rate for CDMA systems with the bus width of N=8, 
and four different system sizes, M = 8, 16, and 32. For low 
traffic rates, that is, when the total load of the CDMA bus is 
well below its capacity, all the generated data streams are 
transferred without any added delay. Thus, with the increase 
in traffic rate, the BT increases linearly up to the maximum. 
A higher system throughput in systems with a larger num-
ber of PEs is a consequence of a larger total load. Note that 
the traffic rate at which the BT saturates corresponds to the 
maximum node throughput (NT). As the bus width in this 
simulation study is maintained constant, and the bus capacity 
is shared equally among all PEs, an increase in the number of 
PEs inevitably leads to a decrease in the maximum NT. For 
example, the increase in the number of PEs from M=8 to 
M=16 increases the maximum BT by 54.5%. However, de-
spite the higher BT, the maximum NT is decreased by 22.8%. 

The reduction in NT is due to a larger number of PEs, as the 
NT and BT are related as NT=BT∕M. A further increase 
in the system size does not increase the maximum BT, al-
though the maximum NT continues to decrease. Note that 
these results are in accordance with the analysis of BT under 
saturated traffic load, which indicates that the optimum size 
of a system with the bus width of N is approximately M=2N.

Figure 9 shows the DSL as a function of traffic rate for the 
CDMA system with the bus width of N=8, and four differ-
ent system sizes, M = 8, 16, 24, and 32. At low traffic rates, 
the receiver conflicts are rare, and the DSL is almost constant. 
A larger DSL in systems with a larger number of PEs is due 
to an increased arbitration delay. For example, at low traffic 
rates, the DSL in the system with M=16 PEs is only 4% larger 
than that in the system with M=8. In the static CDMA system 
(M=8), the number of available codewords (that is, bus chan-
nels) is always larger than the number of requested data stream 

F I G U R E  7  BT under saturated hotspot traffic of 8-channel 
CDMA-bus-based system as a function of the bus width (N) for five 
different hotspot percentages (h)
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F I G U R E  8  BT of 8-channel CDMA-bus-based system as a 
function of traffic load (�) for four system sizes, M = 8, 16, 24, and 32
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F I G U R E  9  DSL of 8-channel CDMA-bus-based system as a 
function of traffic load (λ) for four system sizes, M = 8, 16, 24, and 32
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transmissions. Therefore, the gradual increase in the DSL is 
due to destination conflicts, which appear more frequently at 
higher traffic rates. In dynamic CDMA systems (M>8), the 
DSL rapidly increases as the traffic rate approaches the maxi-
mum NT. This is because of an additional transmission delay 
due to the lack of sufficient number of available codewords.

In conclusion, according to the simulation results, the main 
advantage of a dynamic CDMA system over a static one is 
a higher BT, that is, the possibility of full utilization of the 
available CDMA bus capacity. However, the higher BT of dy-
namic CDMA systems is accompanied by an increased DSL, 
especially at higher traffic rates. For example, when the traffic 
rate varies from 0 to the maximum NT, the 8-channel CDMA 
system with M=16 PEs provides up to 54.5% higher BT at the 
expense of 4%–30% higher DSL compared with the system 
with M=8 PEs. With a further increase in system size, the 
BT increases marginally, whereas the DSL increases substan-
tially. Therefore, the system configuration with M=2N PEs 
provides the best trade-off between the BT and DSL.

5 |  CONCLUSIONS

The arbitration unit is a key module influencing the perfor-
mance and scalability of CDMA-bus-based on-chip inter-
connects, especially in systems where it should provide a 
dynamic assignment of the available spreading codewords. 
Existing centralized arbiters for dynamic CDMA systems 
suffer from a complex logic design, which negatively influ-
ences their scalability and flexibility. In this paper, we pro-
posed a novel design of a CDMA bus arbitration unit based 
on a token-ring algorithm. The arbitration unit is organized 
as a ring of relatively simple and functionally identical ar-
bitration elements, which cooperatively resolve destination 
conflicts and assign codewords to PEs. Because of distrib-
uted organization, the ring arbiter can easily scale to large 
systems without a significant performance loss. Indeed, the 
simulations showed that the communication performances, 
in terms of bus utilization and latency, are influenced by the 
multi-cycle operation of the ring arbiter only under high traf-
fic load conditions, and only in systems where the number of 
PEs is much larger than the number of available codewords. 
In the presented arbiter design, the number of codewords can 
be configured by software, which is an important character-
istic allowing run-time adaptation to varying communication 
demands of the application. Another important feature of 
the proposed technique is that it can be implemented with-
out adding long on-chip wires for request/grant signals, but 
by only relying on local connectivity between adjacent PEs. 
The analysis conducted in the study shows the advantages of 
the distributed arbitration over the centralized one in terms 
of scalability, flexibility, reusability, and conceptual sim-
plicity. Overall, the proposed arbitration scheme represents 

a practical approach of arbiter design for high-throughput 
CDMA-bus-based multiprocessor SoCs optimized for data-
stream-oriented applications.
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