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Abstract 
 

In the field of anti-jamming based on dynamic spectrum, most methods try to improve the 
ability to avoid jamming and seldom consider whether the jammer would perceive the user's 
signal. Although these existing methods work in some anti-jamming scenarios, their long-term 
performance may be depressed when intelligent jammers can learn user's waveform or 
decision information from user's historical activities. Hence, we proposed a hidden 
anti-jamming method to address this problem by reducing the jammer's sense probability. In 
the proposed method, the action correlation between the user and the jammer is used to 
evaluate the hiding effect of the user's actions. And a deep reinforcement learning framework, 
including specific action correlation calculation and iteration learning algorithm, is designed 
to maximize the hiding and communication performance of the user synchronously. The 
simulation result shows that the algorithm proposed reduces the jammer's sense probability 
significantly and improves the user's anti-jamming performance slightly compared to the 
existing algorithms based on jamming avoidance. 
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1. Introduction 

Anti-jamming is a hot topic that aims at realizing continuous and stable communications. 
Although the mobility and openness of wireless communications bring many conveniences to 
people's lives, there are also many security issues, such as being susceptible to various types of 
jamming attacks [1][2][3]. With the development of artificial intelligence, jamming with 
environmental sense and learning capabilities has posed new challenges to anti-jamming 
technology. The anti-jamming technology urgently needs to be iteratively upgraded to more 
intelligent [4][5][6]. 

To confront intelligent jammers with environmental sense and learning capabilities, genetic 
algorithms [7], particle swarm algorithms [8], and artificial bee colony algorithms [9] have 
been used for making frequency, power, or coding action. However, such algorithms need 
different degrees of prior information, which limits their application in real scenarios.  
Considering the interaction between users and opposing jammer, game theory has been 
applied to analyzing communication strategies in anti-jamming [10][11][12][13][14]. 
Generally, the purpose of the communication user is to avoid jamming, while the jammer 
wants its frequency to be the same as the user. The utility of both parties is precisely the 
opposite. The "zero-sum game" is often used as a model for frequency immunity[15]. 
Considering the hierarchical decision-making of the user and the jammer, frequency domain 
anti-jamming can also be modeled using a Steinberg game[16]. However, decision algorithms 
based on game-theoretic models rely on many challenging assumptions in practice, i.e., the 
user and the jammer know their opponents' channel state information (CSI). To address the 
reality that the state of the environment is unknown and difficult to get, the anti-jamming 
technique based on reinforcement learning (RL) has been more widely used and achieved 
more satisfactory results. Examples include adaptive frequency hopping actions based on 
Q-learning [17], joint time-frequency anti-jamming communication [18], and intelligent 
anti-jamming relay systems based on RL [19]. With the improvement of jamming 
learning ability, users need to face an increasing amount of state space. Anti-jamming 
communication based on RL is hard to converge quickly, which affects the quality 
of communication. A sequential deep reinforcement learning (DRL) method that uses deep 
learning to classify complex environmental states, enabling subsequent use of RL for optimal 
action making, is proposed in Liu et al. [20]. Although it shortens the convergence time, it can 
only cope with the dynamic jamming mode. The anti-jamming ability effect would be 
weakened as the jammer adopts intelligent jamming strategies.   

To counteract intelligent jammer, anti-jamming methods based on DRL have become a 
popular research direction today. For example, the methods proposed in the literature 
[21][22][23] use the time-frequency 2D information as the original input and apply the DRL 
technique against intelligent jammer. However, it makes optimal actions by considering only 
how to maximize jamming avoidance, i.e., just the SINR of the user is used as a basis for 
judging the immediate returns of the user. DRL is also used in the literature [24] to select the 
optimal policy. It is different from other articles because it uses a deep deterministic policy 
gradient (DDPG) instead of stochastic gradient descent (SGD) to update the network 
parameters. Although it shortens the convergence time, it only relates the immediate returns to 
the user's SINR when making optimal actions, i.e., it only considers whether the user has 
avoided jamming. To reduce the energy consumption of the system, [25] defines the 
environmental state as 3-dimensional information (time, frequency, and power) and also uses 
DRL algorithms for optimal action making (frequency and power). The system can guarantee 
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less energy consumption with increased throughput. But the core idea is still how to avoid 
jamming to the maximum extent possible. 

In summary, the core idea of the above methods is to maximize the probability of avoiding 
jamming. Although an excellent anti-jamming effect can be achieved, the user's past signal 
waveform and frequency action information may be exposed simultaneously. As the jamming 
continues to learn the above information, the effectiveness of anti-jamming may diminish. 
Therefore, coping with intelligent jamming while ensuring that the user's information 
doesn't leak as far as possible is also a direction that anti-jamming researchers need to explore 
in-depth. Intelligent jamming relies on the sense of the environment for learning actions, and 
environmental factors influence the jammer sense of the environment. If the user tries to select 
a frequency where the jammer does not sense well, it may avoid jamming and information 
leakage. For example, there is a high power station near the jammer, but far from the user's 
receiver, the transmitting frequency of this station is an excellent frequency for users to avoid 
sensing. Unfortunately, the above information is not available to the user in advance. However, 
the user can indirectly verify whether the user is avoiding being sensed by the jammer by 
analyzing the correlation between the jammer's action and the user's action. Therefore, an 
action relevance method is designed to measure the correlation between the jammer's action 
and the user's action and judge whether the user can avoid being sensed by the jammer. The 
action correlation measurement and DRL are combined to realize hidden anti-jamming 
communications. Finally, an anti-jamming deep reinforcement learning algorithm based on 
hiding strategy(ADRLH) is proposed. 

The main contributions are summarized as follows: 
•A hidden anti-jamming idea is proposed. The user selects the channels that are hard to 

detect by the jammer, so the jammer cannot analyze the user decision rules to carry out more 
targeted jamming.  

•A measurement method for evaluating hide performance is designed in this paper. The 
hiding effect evaluation is complex because the jammer does not actively inform its sensing 
results. This paper analyzes the hiding effect of users from the perspective of action 
correlation between the user and the jammer to solve this problem. Supposing the jammer can 
effectively sense the user's actions, we can infer that the jammer's actions should be highly 
related to the user's actions, i.e., the reactive jamming can be modeled as a delayed function of 
the user's actions. Otherwise, if their actions are not relevant, it could be inferred that the 
jammer doesn't sense the action of the user effectively. Therefore, the correlation between the 
actions of the user and the jammer can evaluate the user's hidden effect. 

•An anti-jamming learning approach aiming at hiding is proposed, avoiding jamming and 
reducing information exposure. Specifically, in addition to the throughput performance, the 
hidden performance is taken as a part of the immediate return. The user prefers the decision 
that can conceal its signal after learning. Therefore, even the highly intelligent jammer cannot 
make effective jamming strategies due to the lack of valuable sensing information. 

The rest part of this paper is presented as follows. In Section 2, the anti-jamming system 
model is given. After that, an anti-jamming deep reinforcement learning algorithm based on a 
hiding strategy is presented in Section 3. Besides, the analysis of simulation results and the 
conclusion are given in Section 4 and Section 5, respectively. 
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2. Anti-jamming system model 
The anti-jamming system model is schematically illustrated in Fig. 1. It is mainly composed of 
a transmitter, a receiver, a jammer, a sensor, and an environmental interference source. The 
transmitter sends the signals to the receiver. The receiver accepts signals from the environment 
and converts them into environmental information. It learns to make actions and feeds back to 
the transmitter whether or not to communicate. And it transmits communication frequencies 
through the next time slot. The sensor passes the signals obtained from the environment to the 
jammer. Then the jammer makes action and releases the jamming signal at the corresponding 
frequency point after learning from the above environmental signals. 

Control link

Wireless link

Environmental 
interference

Transmitter

Sensor

Jammer

Receiver

 
Fig. 1. Anti-jamming system model 

 
The starting frequency and ending frequency of the communication band of both user and 

jammer is sf  and ef , the number of channels is N , and the signal bandwidth of both 
antagonists is ( )e sb f f N= − . The whole available frequency set for user and jammer is 

defined as 
3 (2 1), , ,
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b b N bf f f − = + + + 

 
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and jammer's selected frequencies at the moment t , respectively. The transmitting power of 

the user's signal is ( )
2

2
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b
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−
= ∫ , where ( )U f  is the baseband power spectral density 

(PSD) of the user's signal. The baseband PSD of the jamming waveform is ( )J f , and the 

PSD of the environment interference signal is ( )E f , and the PSD of the noise signal is 

( )n f . Let TRg  represent the channel gain of the transmitter-receiver link and ERg  represent 
the channel gain of the environmental interference to the receiver. The received SINR of the 
user can be expressed as: 
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The jammer confirmed the user signal by capturing the synchronization sequence of the 

user. The lower the user's SINR sensed by the jammer, the lower the accuracy of determining 
the existence of the user signal. Let TJg  indicates the channel gain from the transmitter to the 
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jammer and EJg  indicates the channel gain from environmental interference to the jammer. 
The SINR of jammer's receiving single from the user can be represented as: 

( ) ( ) ( ){ }{ }
( )

,

1

TJ I
J
t n nb

RJ J EJ
t

n b

g P

n f g J f f g E f df
−

Φ =
+ − +∫

                          (2) 

 
where n  represents the number of the channel. 

The receiving end of the user needs to obtain the environment status in real-time to make 
communication frequency decisions. Hence it continuously senses the whole communication 
band. Based on the anti-jamming system model described in Fig.1, the PSD of the signal at the 
receiving end can be expressed as： 

( ) ( ) ( ) ( ) ( )TR I JR J ER
t t tR f g U f f g J f f g E f n f= − + − + +             (3) 

 
In the actual processing, the received spectrum is discretized as spectrum vector 

{ }1, 2, ,, , ,t t t N tr r r= s , where ( )( )1

, 10log
n f

n t t sn f
r R f f df

+ ∆

∆

 = +  ∫ , and the f∆  is the 

spectral resolution.  

3. An Anti-Jamming Deep Reinforcement Learning Algorithm based on 
Hiding strategy 

Although the user does not know whether the jammer is sensing its actions successfully, it can 
infer some information from the jammer's actions. The action-making process for jammer is 
shown in Fig. 2. 
 

E nvironm ent
Jam m er 
senses

Jam m er learning 
and action-
m aking  

Fig. 2. The jammer's action-making process 
 
From Fig. 2, it can be seen that at the moment t  when the user frequency action I

tf  is 

entered into the environment, the jammer would sense the environmental state J
tS and identify 

the user's frequency I
tf
∧

. The jammer then learns from I
tf
∧

 and decides for the corresponding 

frequency J
tf . Assuming the jammer estimates the user's channel right, which is I I

t tf f
∧

= , 
the jammer's action sequence ( )1 1, , ,J J J J

t t t t Tf f f− − += F  should be highly correlated with the 

user's action sequence ( )1 1, , ,I I I I
t t t t Tf f f− − += F , where T is the observation length. 

Conversely, I
tF has little or no correlation with J

tF , which means that I I
t tf f
∧

≠ , i.e., the 
jammer does not correctly sense the user's action information.  

From the above, it is clear that the user has no direct access to whether its decisions are 
avoid being sensed by the jammer. However, it is possible to obtain disturbed decision 
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sequences by receiving environmental states. Comparing the correlation between the user's 
decision sequence J

tF  and the jammer's decision sequence I
tF  can indirectly verify whether 

the user's decision avoids being sensed by the jammer. To evaluate the correlation mentioned 
above, we proposed an action correlation function ( )IJ

tρ τ , which is defined as  

( ) ( , )1
J I

IJ t t
t

d
T

τρ τ += −
F F

                                                       (4) 

 
where τ is the time offset, and ( ),d a b  is the vector distance function, which is the sum 

distance of all elements. Assuming 0 1 1{ , , }Ta a a −= a  and 0 1 1{ , , }Tb b b −= b , the ( ),d a b  
can be expressed as 

( )
1

,
0

, ( )
T

n n
n

d a b Cδ
−

=

 = − ≠ ∑ a ba b                                           (5)  

 
where ( )xδ is the indicator function, it is 1 when x  is true and 0 when x  is false. ,Ca b  is the 

most frequent element in the set ( ){ }, [0, 1]n na b n T− ∈ − , which represents the fixed bias of 

a  and b . Since the user doesn't know the delay between the jammer actions and user actions, 
action correlation functions with possible delay are calculated, and then the largest is selected 
as the correlation evaluation value, which is expressed as 

( ){ }max , [ 1, 1]IJ
t tR T Tρ τ τ= ∈ − + −                                    (6) 

 
According to equations (4), (5), and (6), the larger the value of tR  is, the conspicuous the 

correlation between jammer actions and user actions is, which means that the jammer is likely 
to perceive the user's decision better. Therefore, if the user wants to hide its actions from the 
intelligent jammer, the immediate goal is to reduce tR . At the same time, the user also needs 

to ensure communication quality, which means that it needs to maximize its SINR ratio I
tΦ . 

Combining these two factors, we design the immediate reward tr as 

( ) ( )log 1 1I
t t tr Rα= +Φ + −                                                    (7) 

 
whereα is used to balance communication quality and hiding effect. 

Similar to the deep learning method in [23], we adopt the spectrum waterfall as the input 
state for retaining sufficient raw information. Hence the environment state is defined as 

{ }1 1, , ,t t t T− − += tS s s s , where T  denotes the duration of the waterfall. From the definition 

of the system model, the user's action is the frequency I
tf ∈  selected at each time. Paper 

[22] has proved that the environment state based on spectrum waterfall is a Markov process. 
Hence the anti-jamming problem in this paper can also be modeled as MDP, where 

{ }1 2 3, , ,t ∈ S S S S  is the set of environment state, I
tf ∈  is the frequency action of the 

user, ( )1 , I
t t tP f+S S  is the transition probability of the state changing from tS  to 1t+S  after 

taking action I
tf , and the ( ) ( )log 1 1I

t t tr Rα= +Φ + −  is the immediate reward. 
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After all the elements of the MDP are determined, the following learning process is the 
conventional DRL process, and the unique task is to design the deep network to fit the Q 
function, which is defined as 

( ) ( ){ }
1

1, , ,
I

t

I I I
t t t t t t t

f
Q f E r maxQ f fγ

+
+= +S S S                            (8)        

 
where γ  is the reward discount factor. Since the spectrum waterfall tS  is similar to 2D 
graphics, convolutional neural networks (CNN) are preferred. And the CNN has been verified 
in [24] that can effectively extract time-frequency features of jamming. After the Q function is 
perfectly fitted, it can be directly used for online decisions, i.e., the greedy decision can be 
formulated as ( )= arg max , ;I

t t
f

f Q f θS , where θ  is the ideal network weights. So then the 

core problem is how to get the ideal θ .  
In the DRL framework, the network weights, in essence, are trained by historical 

experience, including action, reward, and state transition, which should be recorded in detail 
throughout the training process. Specifically, the experience can be stored in a tuple 

( )1, , ,I
t t t t te f r += S S  at each time slot t , and the most recent experience is updated in the set 

( )1 2, , , tE e e e=  . Hence, the set E is the auto-generated and dynamic data set for training. 

Assuming iθ  represents the network weighting factor at the -thi  iteration, the target value can 

be estimated as ( )
1

1 1 1, ;
I

t

I
i t t t i

f
r maxQ fη γ θ

+
+ + −= + S , which can be seen as the output label of the 

input tS . The mean square error ( ) ( )( )2
, ;I

i i i t t iL E Q fθ η θ= − S is used as the loss function, 

and then the gradient of the loss function ( )i iL θ  is calculated as 

( ) ( ) ( ), ;
i i

I
i i i i t t iL E L Q fθ θθ θ θ ∇ = ∇ S                       (9) 

At last, the updated weight is updated by the iθ  and gradient ( )
i i iLθ θ∇  until getting 

convergence. 
A ction 
relevance 
analysis

U ser learning and 
A ction-m akingE nvironm ent

,   

 I
tf

 
Fig. 3. Flowchart of action making on the user 

 
As the immediate reward is related to the action sequence of both user and jammer, the 

action-making procedure is more complicated than normal DRL. To illustrate this more 
clearly, we present Fig. 3 to explain the entire process. As shown in Fig.3, the user should 
sense the environment tS  first. Then it can estimate the action sequence J

tF  by 

analyzing tS and I
tF  by recording its actions. And then, it is the action correlation analysis 

procedure, which estimates the correlation between J
tF  and I

tF . Combined with the 
estimation of the received SINR, the immediate reward can be obtained tr . At last, the 

learning algorithm makes a decision I
tf  based on the input state tS  and the current network 
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weights θ  related to the experience ( )1, , ,I
t t t t te f r += S S . At the same time, the action I

tf  

also trigger the state changing form tS  to 1t+S , and the next period begins. The detailed 
algorithm of ADRLH is summarized in Algorthim 1. 
 
Algorithm 1: An anti-jamming deep reinforcement learning algorithm based on hiding strategy 
INIT =E ∅ , 0i = , 0θ  with random values, ( )1S O T N= × , 1ξ = , Training=True . 

FOR 1,2, ,t = ∞  DO 

  Generate the random value (0,1)Uε ∈  

Sense the environment state tS  

  IF ε ξ>   

Select the action ( )= arg max , ;I
t t i

f
f Q f θS  

ElSE 
Select the action I

tf  randomly 
END 

Execute action I
tf  and sense 1t+S  

Estimate J
tF  and load I

tF  from the record 

Compute ( ) , [ 1, 1]IJ
t T Tρ τ τ ∈ − + −  and ( ){ }IJ

t tR max
τ

ρ τ=   

Compute ( ) ( )log 1 1I
t t tr Rα= +Φ + −  

Store ( )1= , , ,I
t t t t te f r +S S  and update set E  

IF ( ) 1000Sizeof E >  and Training=True  

    Sample random mini-batch of transitions te  from set E  

    Compute iη ( )i iL θ , and ( )
i i iLθ θ∇  

    Update iθ  to 1iθ +  

    Update 1i i= +  and decrease ξ  

    IF ( ( )
1

1 i

k k TH
k i K

L L
K

θ
= − +

<∑  ) 

Training=False  
    END 

END 
END 
 

4. Simulation Results and Analysis 

4.1 Simulation parameters 
In this paper, the user and the jammer combat each other in a frequency band of 10MHz. 

And the number of channels =10N . The user and jammer perform spectral sensing once per 
1ms , and their center frequency can be changed once per 10ms . Both user and jammer signals 
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are raised cosine waveforms with roll-off factor α = 0.5, in which the jammer signal power is 
40dBm, and user signal power is 30dBm. The spectral resolution f∆  is set to be 1kHz , and 
the observation length is 100T = , so the environmental state tS  is a two-dimensional matrix 
10 100× . The balance coefficient is 2α = , and the reward discount factor is 0.8γ = . A total 
of 10,000 iterations were carried out in the experiment. Due to the dynamic nature of 
immediate rewards, the original performance curve with the iteration is very confusing. To see 
the performance trend clearly, we use a 100-level smoothing filter with all coefficients of 0.01 
to eliminate jitter. 

Two kinds of jamming scenarios are considered for simulation, follower jamming and 
intelligent jamming based on reinforcement learning. ADRLH is compared with three 
methods，It contains Adaptive Frequency Hopping(AFH), Frequency Hopping Spread 
Spectrum(FHSS), and Anti-jamming Deep Reinforcement Learning Algorithm based on 
Avoiding strategy (ADRLA) proposed in [23]. 

4.2 Simulation results and analysis 
 

 
(a) receiving spectrum of the jammer         (b)receiving spectrum of the user 

Fig. 4.  Receiving spectrum of the jammer and the user based on ADRLA 
 

For illustration and presentation, we first compare the receiving spectrum of the jammer and 
the user when the user adopts ADRLA or ADRLH, respectively. The comparison of receiving 
spectrum when the user adopts ADRLA is shown in Fig. 4, where (a) is the receiving spectrum 
of the jammer and (b) is that of the user. The result shows that when the user adopts ADRLA, 
the communication channel is selected by only considering communication quality. Although 
the user's actions can avoid jamming, the user's information may be obtained by the jammer. 

The comparison of receiving spectrum when the user adopts ADRLH is shown in Fig. 5. 
Comparing (a) and (b), it is clear that the user prefers the frequencies at which the jammer 
itself is being interfered. Although the quality of communication may be slightly affected, it 
avoids the user's information leakage.  

Secondly, the sensing probability of jammer with the iterations is shown in Fig. 6. When the 
user adopts the AFH method, the probability of being sensed by the jammer is higher than that 
of the other three methods. At the beginning of the iteration, there is no apparent difference 
between the probability being sensed by the jammer when the user adopts ADRLH, ADRLA, 
or FHSS. As the number of iterations increases, the sensing probability of jammer decreases if 
the user adopts ADRLH but increases when adopting ADRLA. Compared with the other three 
methods, the proposed algorithm reduces the sensing probability of jammer by 82.7%, 59.2%, 
and 75.8%, respectively. Fig. 7 depicts the relationship between the action correlation 
coefficient and the number of iterations. Comparing Fig. 6 with Fig. 7, it can be seen that no 
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matter which method the user adopts, as the number of iterations increases, the changing 
trends of the correlation between the actions of the user and the jammer and the sensing 
probability of jammer are consistent. In summary, the action correlation measurement method 
can verify whether the user's actions avoid being sensed by the jammer. 
 

 
(a) receiving spectrum of the jammer        (b) receiving spectrum of the user 

Fig. 5. Receiving spectrum of the jammer and the user based on ADRLH 
 

 
Fig. 6. The sensing probability of jammer 

 

 
Fig.7. Relationship between the action correlation coefficient and iterations 
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Thirdly, the normalized throughput of the system with the iterations is shown in Fig. 8 At 
the beginning of the learning procedure, the normalized throughput performance of ADRLH, 
FHSS, and ADRLA are close to each other and are superior to AFH. As the iteration 
progresses, the normalized throughput of ADRLH and ADRLA gradually increases while 
AFH remains unchanged, and FHSS gradually decreases. When steady converging, compared 
with other methods, the normalized throughput of ADRLH increases by 0.124, 0.332, and 
0.687, respectively. 
 

 
Fig. 8. Normalized throughput of the system with iterations 

 
Table 1. Probability of jamming 

Jamming methods 
Anti-Jamming 
 methods    

Follower jamming Q-Learning 

AFH 45.7648% 25.6359% 
FHSS 8.6523% 76.8216% 

ADRLA 1.0867% 23.4368% 
ADRLH 0.9489% 8.7475% 

 
Finally, Table 1 shows the probability of the user being jammed when different 

anti-jamming methods deal with follower jamming and intelligent jamming based on 
reinforcement learning. It can be seen from Table 1 that the performance of the hidden 
anti-jamming method proposed in this paper is better than that of AFH and FHSS when 
dealing with follower jamming or intelligent jamming. ADRLH reduced the probability of 
being jammed by 14.7% compared to ADRLA when fighting against intelligent jamming. 

5. Conclusion 
This paper proposes a hidden anti-jamming method based on reducing the sensing probability 
of the jammer. A deep reinforcement learning framework is designed, and an action 
correlation measurement method is designed to measure the action correlation between the 
user and the jammer. By analyzing the correlation between the actions of the user and the 
jammer, the jammer's sensing probability is indirectly obtained, which can be used as 
reference information for hiding frequency decision-making. Combined with the deep 
reinforcement learning method, Anti-jamming Deep Reinforcement Learning Algorithm 
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based on the hiding strategy(ADRLH) is proposed, aiming to avoid the information leakage of 
the user under the premise of ensuring communication quality. Simulation results show that 
ADRLH improves the anti-jamming performance in avoiding jamming and decreases the 
probability of being sensed by the jammer, compared with traditional anti-jamming methods. 
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