
1. Introduction

A flexible flow shop consists of multiple 

stages in series with numbers of machines in 

parallel at each stage. Jobs must be processed 

only on one machine at each stage[1,2]. Ding et 

al.[3] considered a flexible flow shop scheduling 

system to minimize total tardiness and electric 

power costs simultaneously. They developed a 

hybrid particle swarm optimization algorithm 

for the problem. Gong et al.[4] presented a 

hybrid evolutionary algorithm to solve an 

energy-efficient flexible flow shop scheduling 

problem with worker flexibility, where the 

flexibility of machines and workers as well as 

the processing time, energy consumption and 

worker cost related factors were considered 

simultaneously. Ernst et al.[5] presented two 
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integer linear programs for a two-stage flexible 

flow shop, where first- and second-stage 

machines formed disjoint pairs with a buffer. 

Ahonen and de Alvarenga[6] considered a 

reentrant and flexible flow shop problem where 

the processing times of the jobs at some stage 

might depend on the machine sequence the 

jobs took in the processing flow. They 

presented solution procedures using a mixed 

integer programming solver and simulated 

annealing and tabu search.

This paper presents a simulated annealing- 

ased methodology for a two-stage flexible flow 

shop scheduling problem, in which one 

machine is at stage 1 and two identical 

machines in parallel at stage 2. The objective is 

the minimization of the total completion time. 

In the next Section, the notations and 

assumptions are defined and a mixed integer 

quadratic programming (MIQP) model for the 

problem is provided. By assigning binary values 

to integer variables, the MIQP reduces to a 

linear programming that can be solved to 

obtain an optimum in a reasonable time. In 

Section 3, a hybrid simulated annealing (HSA) is 

developed to find the best solution for large 

size problems. In Section 4, the computational 

results of the extensive experiments are 

provided. The performance of the HSA is 

compared with that of GA. In Section 5, 

summary and conclusions are provided.

2. Notations and problem definition

There are n jobs that must be processed on 

a machine at stage 1 and any machine at stage 

2 in series. Job j is available at time 0 and 

requires the processing time pij at stage i. Let Cij

be the completion time of job j at stage i and 

M a big number. Let xj = 1 if job j is allocated 

to machine 1 at stage 2 and otherwise –1. Let yjl

= 1 if job j precedes job l at stage 1 and 

otherwise 0.

Then, the problem can be formulated by a 

mixed integer quadratic programming as 

follows:

min 
 





s.t.
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Constraint set (1) ensures that a job cannot 

transfer to the next stage without completion. 

Constraint set (2) states that two jobs at stage 1 

cannot be processed simultaneously. Constraint 

set (3) assures that two jobs cannot be 

processed at a time on the same machine at 

stage 2. Constraint set (4) implies that only 

permutation schedules can be considered for an 

optimal schedule. Constraint set (5) states that 

all jobs are available at time 0. Constraint sets 

(6) and (7) insure binary values of variables xj

and yjl.

3. Hybrid Simulated Annealing

Simulated annealing (SA) is a widely used 

metaheuristic to create the process that is 

capable of escaping from local optima and 

carrying out a robust search for a feasible 

region[7,8]. In early iterations, SA often accepts 

solutions with higher objective values in order 

to explore large search space. The search 

process gradually converges to best solution by 

rejecting non-decreasing solutions with 

increasing probability[9,10]. Let zc be an 
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objective value for the current solution, zn be an 

objective value for a candidate of the next 

solution, and T a parameter (called 

temperature) that affects acceptance of 

non-decreasing solutions[11-13]. Among the 

neighborhoods of the current solution, better 

solution is accepted for the next solution and a 

solution with higher objective value can be 

selected with the following probability [14]:

Pr  


 

(8)

The proposed HSA adopts three basic 

operators of GA (selection, crossover and 

mutation) and incorporates SA to enhance the 

exploration capabilities and restrain from the 

premature convergence of the GA. Solutions 

(individuals, sequences) are represented as 

chromosomes using binary coding for xj and yjl. 

For example, consider a three-job 2-stage 

flexible flow shop where the processing times 

of job 1, 2 and 3 at stage 1 are all 2 time units 

and 7, 6 and 4 time units at stage 2, 

respectively. Suppose that the job sequence at 

stage 1 is 1-2-3. If jobs 1 and 3 are transferred 

to machine 1 and job 2 to machine 2 at stage 

2, then the solution can be represented by (x1, 

x2, x3, y12, y13, y23) = (1, –1, 1, 0, 1, 0). The Gantt 

chart of this schedule is shown as in Fig. 1 and 

the total completion time can be calculated as 

32 (= 9 + 10 + 13).

Fig. 1. A schedule for a three-job flexible flow shop

By assigning binary values to integer 

variables (xj and yjl), the MIQP reduces to the LP 

and thus, the total completion times can be 

obtained in polynomial time. The total 

completion times of individuals are sorted in 

descending order. Let l and f(s) be the rank and 

the fitness of individual s, respectively. Then f(s) 

= 2l/w(w + 1). The ratio of the fitness value of 

each chromosome to the total fitness value is 

used as the probability that the chromosome is 

selected in the selection process. The stochastic 

remainder selection procedure without 

replacement [15] is used to construct a mating 

pool. The individuals in the mating pool 

undergo crossover and mutation processes to 

produce offspring for the next generation. 

Whenever the best individual is not updated, SA 

is applied to the worst individual of the next 

generation to get the better one. This process of 

HSA continues until the predetermined number 

of generations.

3.1 Summary of Hybrid Simulated Annealing

Step 1 (Initialization)

Produce an initial population using a 

random number generator.

Step 2 (Evaluation and selection)

(a) Calculate the fitness values of individuals 

in the population.

(b) Use the stochastic remainder sampling 

without replacement to select individuals 

of the current population to form a 

mating pool.

Step 3 (Reproduction)

(a) Mate two individuals in the mating pool 

randomly to construct a couple until w/2 

couples are made

(b) Apply the one-point crossover with a 

constant crossover rate to the couples.

(c) Apply the mutation with a constant 

mutation rate to the individuals that go 
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through the crossover to w offspring.

(d) When the individual of lowest objective 

value is obtained, record this as best one 

and go to Step 5. Otherwise, go to Step 4.

Step 4 (Simulated Annealing)

Apply SA to the least fit individual to 

find the better one and go to Step 5.

Step 5 (Termination test)

If HSA reaches the predeternined 

number of generations, stop. 

Otherwise, go to Step 2.

4. Computational Experiments

The MIQP and HSA were coded in Visual C++ 

and ran on an Intel Core i7 CPU @3.4 GHz PC 

with the software IBM ILOG CPLEX.Test 

problems were generated randomly using the 

pseudo-random numbers. Processing times were 

generated according to the integer uniform 

distributions provided in [1, 100]. The size of 

test problems is defined by the number of jobs 

(5, 10, 15 and 20). Experiments were composed 

of two parts: the preliminary test and main test. 

In the preliminary test, five problems of 

different job sizes were solved to find the best 

parameter set of the HSA. The parameter set 

includes population size (Np), number of 

generations (Ng) and mutation rate (pm). The 

best result was obtained with population size of 

100, 50 generations and mutation rate of 0.01. 

The geometric cooling schedule of ten 

temperatures (10 iterations in each 

temperature) and decreasing ratio of 0.5 were 

used for the main test.

Ten test problems of different job sizes were 

solved by the HSA with the best parameter set 

found in the preliminary test. For small size 

problems (5 and 10 jobs), the results of HSA 

were compared with the optimal solutions 

obtained by the MIQP. HSA achieved optimal 

solutions for all 10 small size problems. The GA 

solved the large size problems (15 and 20 jobs). 

The results of the GA and HSA are shown in 

Table 1. The HSA provides 8.05% better 

solutions than the GA on the average, which 

implies that the HSA helps to avoid the 

premature convergence.

Table 1. Results for medium and large size flexible 

flow shop problems

5. Conclusions

This paper addressed the scheduling problem 

to minimize the total completion time in a 

2-stage flexible flow shop with one machine at 

stage 1 and two identical machines in parallel 

at stage 2. The problem was formulated as the 

mixed integer quadratic programming. Since 

the problem is NP-hard, an exact algorithm to 

obtain an optimal solution requires enormous 

efforts as the problem size grows. For this 

reason, the HSA has been developed to obtain 

the near optimal solution, which combines the 

diverse explore of the GA and the intensive 

searcg of the SA.

The MIQP can be applied to an extended 

version of the flexible flow shop scheduling 

problem with numbers of stages that consist of 

two identical parallel machines. When the 

number of machines at stages are more than 

three, the number of integer variables grows 

fast and thus, permutation representations of 

the problem might be an alternative option for 

the metaheuristics. The various implementation 

of the hybrid metaheuristic algorithm such as 

Tabu search and ant colony optimization is an 

interesting future research for the more 

No. of GA HSA %Dev

Jobs zg zh (zg-zh/zg)×100

15 757 708 6.93

20 1,007 923 9.17
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complex flexible flow shop environment.

The performance of the HSA depends on the 

parameter sets for the SA and the GA module. 

However, finding best combinations of the 

parameters costs huge efforts and the use of the 

experimental designs might be considered to 

save times. Especially, how much high an initial 

temperature of the SA has to be set for a global 

optimum is an important research topic.
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