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Summary 
The Coronavirus or COVID-19 is contagiousness virus that 
infected almost every single part of the world. This pandemic 
forced a major country did lockdown and stay at a home policy to 
reduce virus spread and the number of victims. Interactions 
between humans and robots form a popular subject of research 
worldwide. In medical robotics, the primary challenge is to 
implement natural interactions between robots and human users. 
Human communication consists of dynamic processes that involve 
joint attention and attracting each other. Coordinated care involves 
sharing among agents of behaviours, events, interests, and 
contexts in the world from time to time. The robotics arm is an 
expensive and complicated system because robot simulators are 
widely used instead of for rehabilitation purposes in medicine. 
Interaction in natural ways is necessary for disabled persons to 
work with the robot simulator. This article proposes a low-cost 
rehabilitation system by building an arm gesture tracking system 
based on a depth camera that can capture and interpret human 
gestures and use them as interactive commands for a robot 
simulator to perform specific tasks on the 3D block. The results 
show that the proposed system can help patients control the 
rotation and movement of the 3D arm using their hands. The pilot 
testing with healthy subjects yielded encouraging results. They 
could synchronize their actions with a 3D robotic arm to perform 
several repetitive tasks and exerting 19920 J of energy (kg.m2.S-2). 
The average of consumed energy mentioned before is in medium 
scale. Therefore, we relate this energy with rehabilitation 
performance as an initial stage and can be improved further with 
extra repetitive exercise to speed up the recovery process.   
     
Keywords: bio-inspired interaction, robotics, medical, post-
stroke rehabilitation, gesture tracking. 

1. Introduction 

In recent years, many modern therapeutic procedures and 
techniques have been proposed to incorporate 
developments from technology and other areas of science 
into medicine[1,2]. It is now widely acknowledged that 
people’s physical health is related to their psychological 
health as well as their resilience to diseases. Numerous  
 

investigations have explored this resilience. That is why if 
circumstances like this occur, job-related rehabilitation is 
added to improve and stimulate healthiness by awarding 
people to accomplish significant and resolute livelihoods. 
It’s can be loving when they do their daily lifecycle, being 
communally and cautiously useful, tangled in public or 
group events[3]. The importance of using multimedia and 
gaming tools along with Virtual and Augmented Reality has 
been recognized in research as helpful for physical therapy 
and rehabilitation among children and adults suffering from 
mobility-related issues, particularly neurological issues or 
trauma cases[4].In this context, the requisite control of 
mobile robots consists of computing paths for them to 
follow, with or without the capability for collision 
avoidance. The robots are typically operated using an 
operative panel or computer as the first interface[5]. The 
other researcher also focused on analyzing the humanoid 
robot walking and emotion classification of human as weel 
as their intuition to find the wayfinding in the virtual 
environment[6-9]. This paper consists of several sections, 
section 1 present motivation of the research, while segment 
2 fouses on current and past works. Section 3 describe the 
methodology of the researach, while chapter 4 will describe 
the result of the study. Finally, part 5 is the conclude the 
whole research and future work of the upcoming research. 

2. Related Works 

In most cases, the process of changing the objective of a 
moving robot involves stopping and reprogramming it 
using an on-board interface or computer. The articulated 
robotic arm is used by physicians to help patients recover 
from physical injuries and ailments. It is costly, however, 
and many medical facilities cannot afford to buy or even 
rent it. The communication between robot and human 
trough skeletal tracking might be delayed or slightly change 
when the position of sensor not aligned properly[10-12].  

 
Microsoft’s Kinect was developed as a gaming tool but 

can be applied to stroke therapy. Therapeutic diagnostics 
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can be improved by using joint tracking. Doctors can use 
the Kinect camera along with the appropriate software to 
interpret the actions and monitor the progress of patients. 
Therapy professionals can use it to determine areas where 
the patient’s movement requires more work by inspecting 
movements of the joints. Feedback provided by the system 
can help the patient focus on problematic parts of their body 
when moving. The Kinect camera has extended 
functionality as a home-based therapy and treatment tool as 
neural reactivation requires frequent exercise for subtle 
control movements[13-14]. 

 
The equipment and technologies for rehabilitation in 

hospitals are generally too expensive to be affordable for 
personal use. However, the Kinect camera is cheap, 
effective, and easily available. Rehabilitation software 
based on the Kinect can be used to track patients’ 
movements and provide appropriate feedback. For instance, 
if a user during a rehabilitation workout moves too far to the 
right while standing upright, the application notifies 
him/her of this and guides movement to the left. 

 
Research has revealed that only 31% of patients with 

motor disabilities perform the recommended exercises[15-
18]. Home rehabilitation systems and the programs can 
make it easier for patients to exercise regularly. This study 
focuses on exercises related to mobility therapy for stroke 
patients, although it is also applicable to other areas of 
therapeutics—cerebral palsy, Parkinson’s, and multiple 
sclerosis. The Kinect camera is also applicable to treat 
sports injuries and post-surgery treatment. Some areas of 
therapy dealing with helping regain balance and movement 
may benefit from using the Kinect to track and observe the 
patient’s motion. Before the development of the Kinect 
camera, motion-capture devices were employed by doctors 
in stroke therapy workouts. White et al. developed a virtual 
world for stroke therapy that can track the patient’s arm 
while he/she performs a workout[19-20].In the virtual 
world, images were incident against three walls of an area 
mimicking a kitchen containing various items for the user 
to pick up using the arm. The patient’s activities were 
tracked using a sensor attached to the skin. This system has 
drawbacks related to the motion-capture system as the 
sensors attached to the patient restrict mobility, and such 
devices are usually costly and unsuitable for personal use. 

 
The Kinect camera is small and cheap, and thus is 

suitable for personal use. It does not need to be worn by the 
patient and thus does not restrict movement. Studies have 
noted that the Kinect can be used for physical treatment. It 
introduced a rehabilitation system based on the Kinect to 
support physical therapists working with patients with 
motor infirmities. The system contains motion tracking data 

to help monitor the patient’s movements according to the 
relevant rehabilitation standards. Audio and video feedback 
are known to help improve the results of rehabilitative 
workouts. They introduced a 3D virtual environment based 
on the Kinect that features a virtual arm mimicking the 
patient’s arm. This enables the patient to use the arm to pick 
up 3D objects[21]. By employing the game world, the level 
of strain of tasks can be attuned to the capabilities of the 
patient, which helps engage and maintain his/her interest. 
The system also allows the patient to assess the movement 
of the virtual arm. The other researcher used the Kinect 
camera to create a home-based therapy program for patients 
suffering from chronic pain[22,23]. 

 
Medical staff can use the Kinect as tool for physical 

therapy. It has been.investigated how video games requiring 
participant movement could motivate people at risk of 
obesity to engage in physical activities[24,25]. A Kinect-
based system has developed to demonstrate the concept and 
use of gestures for the popular computer game World of 
Warcraft instead of the computer mouse, joystick, and 
keyboard. Gallo et al. introduced a Kinect camera system 
that allows users to freely control and operate a medical 
image without a controller so it can be used in a surgery 
room where everything needs to be sterile, and such 
conventional means of input such as mouse and keyboard 
are prohibited[22]. 

 
Natural interaction with gesture tracking also being 

practiced for controlling the presentation, game,AR. They 
also focused on appearance of the virtual human cloth[26-
29]. The Kinect has been employed to manipulate particle 
visualization, enable robots to navigate hurdles, and 
recognize the meanings of hand gestures. Researchers have 
proposed a framework to measure the kinematics of gait 
using a wearable sensor that has an accelerometer and a 
gyroscope for each part of the body. Body-assisted 
rehabilitation has also been studied in this regard. Some 
researchers have studied applications of the Kinect to 
balancing games to help stroke patients regain strength[30-
34]. While other research that focused on external force of 
hair might become a concern once they need a realistic 
virtual human[35]. Table 1 presents a detailed comparison of 
previously proposed techniques for stroke rehabilitation. 
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Table 1. Contribution technique with previous works  
Proposed techniques Authors 

  
Focus on synchronization between 

robotic hand and human arm 
G.Gioioso et. 
al [23] 

They used several sensors attached 
to human body to get accurate 
position of human body during the 
interaction. 

Mayagoitia 
et.al [22] 

They proposed new approach for 
reconstruction to monitor the 
progress of patient’s joint movement. 
It can be used for continuous progress 
monitoring for patients who are under 
therapy. 

Lorussi et.al 
[17] 

Provide balancing game 
application to assist chronic stroke 
patient. They are asked to do stepping 
movement while kinect are capturing 
the gesture and the force that released 
by patient  

Lloréns R et. 
al[16] 

They are invented game-based 
application that can be used by stroke 
patient to do home therapy. However, 
this system little bit complex due to 
most of stroke patient are dominated 
by elderly and most of them cannot 
play game.  

Gerling K et. 
Al [25] and 
Lange B et 
al.[26] 

The proposed solution will provide 
simple kinesthetic movement by 
synchronizing the tracked upper limb 
arm with 3D articulated arm. The 
repetitive task will be asked toward 
the patient to enhance their recovery 
process. The simple task such as 
moving 3D blocks from initial 
position to the destination. 

Proposed 
Solution 

 

3. Research Method and Material 

Stroke patients usually suffer from several disabilities, 
such as impaired speech and memory, and even limited 
motion. The goal of stroke rehabilitation is to use physical 
exercise to help patients recover physical mobility, typically 
in their arms. This involves the patients performing simple 
tasks from daily life. This is challenging because the 
user/patient needs to synchronize the movement of his/her 
arm with that of a 3D robotic arm. Table 2 provides the task 
description in detail. 

 

Table 2. Task Description 
 
Task  Task Description 

Task 1  Stretching arm 

Task 2  Rotating palm 

Task 3  Pulling arm 

Task 4  Rotating arm 

 

This section details the methodology used to develop 
the proposed system, and Figure 1 renders it in a flowchart. 

 

 
 
Fig 1.  Project Methodology. 

 
The process is initiated by adjusting the position of the 

Kinect, which recognizes the location of the user. The user 
acquires a depth image that is converted into a sequence of 
videos to be analyzed further. The posture is examined 
according to the requirements of the task. The system gives 
specific instructions regarding gestures and asks the user to 
perform the task. When the user has completed it, he/she is 
awarded a score. At the end of the entire procedure, it 
displays the overall results of training. The Kinect camera 
captures the coordinate of the human body and transforms 
them to manipulate the 3D robotic arm. The detailed 
synchronization between the human arm and the robotic 
arm is explained in section 4. The system was designed to 
train the user to move in coordination with the robotic arm. 
The user was asked perform a task repeatedly to move a 
particular joint of the robotic arm with his/her own arm. 
Even though the movement was simple, hand–eye 
coordination with the Kinect required focus. The task was 
determined to help stroke patients recover strength (refer to 
the task list in Table 2).    
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The gesture/posture analysis required a coordinate 

mapping of the results of the Kinect camera concerning the 
orientation of the joint. The Kinect used a quaternion 
orientation equation for synchronization between the 
human joint and the robotic arm joint. The quaternion has 
four set values (a, b, c, d), where the third is a complex 
number and one of the other values is real. 

 

 
Fig. 2 Join rotation Axis. 

 
Fig. 2 shows that the rotation of the robotic arm was 

in an inertial frame, where x is the point to north, Y to the 

east, and Z pointed downward. We define vector b
iq  as a 

quaternion vector for rotation in the inertial frame, 

(  b c d)b T
iq a , T is a transpose vector, and b, c, and d are 

vector elements of the quaternion matrix that are used for 
rotation. “a” is the scalar rate controlling the degree of 
rotation of the vector elements. If θ is the angle of rotation 

and vector z(   )T
x yv v v  is a vector element for the 

rotational axis, the quaternion component can be identified 
as Equation 1: 

cos(0.5 )

sin(0.5 )

sin(0.5 )

sin(0.5 )

x

y

z

a

vb

vc

d v







  
  
      
       

 …………………...…..(1) 

The quaternion b
iq  is used as rotation of the inertial 

frame relative to the main body using Equation 2: 

10
( )b b

B i i
I

v q q
v

 
  

 
 ……….………………… (2) 

 

Vector VB can be rotated by using the quaternion that 
has zero real elements, and multiplying it by the stance 
quaternion and its inverse. If we define the quaternion 

1 1 1 1 1 2 2 2 2 2(    )  and (    )T Tq a b c d q a b c d  , the 

quaternion multiplication q1q2 is specified by Equation 3:  
   

1 2 1 2 1 2 1 2

1 2 1 2 1 2 1 2
1 2

1 2 1 2 1 2 1 2

1 2 1 2 1 2 1 2

a a b b c c d d

a b b a c d d c
q q

a c b d c a d b

a d b c c b d a

   
    
   
 

   

 ….…………...(3) 

 
The matrix of rotation from the inertial frame to that 

of the body through quaternion factors can be computed 
using Equation 4: 

2 2 2 2

2 2 2 2

2 2 2 2

       2 - 2               2 2

( ) 2 2                - -         2  -  2

2 2                2cd+2ab                  a b c

b b
i i

a b c d bc ad bd ac

R q bc ad a b c d cd ab

bd ac d

    
 

   
     

(4) 

 
 
Therefore, a rotation of the inertial frame  body 

frame can be represented by multiplying the matrix as 
shown in Equation 5: 

( )b b
B i i Iv R q v  ………………………………….(5) 

The process of conversion of the quaternion to the 
Euler angle depends on the sorting of the rotation. This 
process can be represented using Equations 6, 7, and 8. 

2 2 2 2

2( )
arctan

ab cd

a b c d

       
 ……………………(6) 

  

 arcsin 2( )bd ac     ……………………(7) 

2 2 2 2

2( )
arctan

ad bc

a b c d
       

 …………..……..(8) 

 

4 Result and Discussion 

  An arm gesture tracking system was setup using a 
depth camera to capture and interpret human gestures to use 
as interactive commands for the robot simulator. The human 
subject was expected to act naturally using the proposed 
robotic arm while controlling the relevant joint of his/her 
body. The proposed system is based on the OpenGL3D 
library and Kinect for Windows to communicate with the 
Kinect sensor. Fig. 3 illustrates the main interface of the 3D 
articulated arm. 
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Fig 3. Controlling Mobile Robot to take the cube 

 

Fig 4. shows the procedure of controlling the robot’s state 
by switching the joint using numeric keys arrow up, down, 
left and right of the keyboard, or by using the Kinect to 
imitate functions of the mouse through gesture tracking. 

 
Fig 4. Robotic arm movement 

This research present two main phases of testing: 
Gesture tracking and initial testing toward a healthy subject. 
The first test involved the management of the tracker to 
control the hand, and began by adjusting the vision sensor 

to read the joints of the human body and synchronizing the 
3D arm with a hand motion. 

4.1 Gesture tracking and system evaluation  

The gesture tracking featured detecting the motion of the 
human hand based on visual tracking. The human arm was 
classified into three joints, all of which were connected to 
the robotic 3D arm as shown in the following figures 
(Figure 5). While Figure 6 User has been asked to hold the 
cube and move to the car, then put the cube in different 
location. This updated version has attracted user attention 
and receives a positive response from then as depicted in 
section 4.2. 

 

Fig 5. Controlling mobile robot to put the cube on the cart 

Fig 6. shows the movement of the articulated arm 
controlled by the human hand. 

 

Fig 6. Controlling mobile robot to lay the cube on the floor 

The proposed system was developed using OpenGL, 
and the robotic arm was synchronized with the patient’s arm 
through skeletal tracking in the Kinect. The proposed 
method was evaluated for efficiency in terms of CPU and 
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memory processing as it is a real-time application. A 
subjective evaluation considering usability for the patient 
will be conducted in a future study. Fig 7 and 8 show that 
on average, the system used CPU resources below a given 
threshold, which means that the simulation could provide 
real-time feedback to the user without delay. The GDB/Gl 
triangle also had a low value that shows that the 3D model 
provided modeling but used little memory. 

 

Fig 7. The cpu and memory performance monitoring 

Fig 8 shows the performance of the system in terms of 
hardware utilization. The average CPU usage was high but 
acceptable, whereas the number of frames rendered per 
second were also high. This means that the rendering 
process was detailed and led to high-resolution 3D 
modeling. 

 

Fig 8. Performance dashboard 

Fig 9 shows the overall statistical measurement of CPU 
usage and frame rendering, and shows a positive outcome. 
Even though the number of frames rendered was large, CPU 
utilization remained low. 

 

Fig 9. CPU vs Frames/sec. 

4.2. Initial testing of healthy subjects 

Initial testing was conducted on five healthy subjects, 
whereas experiments on stroke patients will be undertaken 
in future research. The subjects were asked to perform 
several tasks as shown in Table 2. Figure 17 shows a subject 
stretching, rotating, and pulling an arm, and rotating the 
palm. 

 
Fig 17. User acceptanceerformance 

 

A. Experiment toward user energy consumption 

The subjects were successfully tracked, and their 
movement coordinates were transferred and synchronized 
with those of the 3D robotic arm. The amount of energy 
exerted by the users was computed as kinetic energy using 
Equation 9. 

2( ) 0.5KineticEnergy KE mv

m mass

v velocity

 



………...………………...(9) 

distance( )
( )

( )

d
Velocity V

time t
 ……………………………...(10) 

We used  the energy  release  computation  in Palade’s 

work (2013) to calculate the amount of energy exerted by the 

subject  during  interaction  with  the  system  as  shown  in 

Equation 11, with the assumption that the mass of arm was 

5% of that of the body. 
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*0.05arm bodyM M …………………..….…….(11) 

  

It’s has mentioned that shoulder seizure front 
comparable with the stretching and pulling arm motion has 
average energy ±382 Joules(kg.m2.S-2). While rotating 
hand motion similar is with shoulder abduction side with 
±214 Joules. Finally, the rotating palm is similar to the 
movement of arm by following certain line or pattern which 
cause motion energy release with ±36 Joules. Therefore, the 
average energy spend for the exercise for 20 times repetitive 
task is described in Table 3. 

  Table 3. Average Energy Consumption per subjects 

Task Task 

Description 

Repetition Total energy 

Task 1 Arm Stretching  20 7640 Joules(kg.m2.S-2) 

Task 2 Palm Rotation 10 360 Joules(kg.m2.S-2) 

Task 3 Arm Pull 20 7640 Joules(kg.m2.S-2) 

Task 4 Arm Rotation 20 4280 Joules(kg.m2.S-2) 

Total energy 19920 Joules(kg.m2.S-2) 

The energy exerted by the subjects varied according to 
age, level of health, and gender. Therefore, a more extensive 
pilot study will be conducted in future work, in addition to 
testing subjects on more complicated tasks. 

B. Experiment on user acceptance 

In order to strengthen the evaluation of our initial testing 
we did provide user acceptance testing. There are two main 
hypothesis that derived in this research, refer to Table 4. 

H1: Condition in which the user has got a training 
toward the system and familiar with the user interface for 
stroke rehabilitation 

H2: Condition in which the user run the system for the 
first time and didn’t have prior background about how the 
stroke therapy is conducted 

We run two statistical analysis testing such as Z test and 
Anova to find the correlation between two hypotheses. 
Table 5 represents the z test between two theories. Because 
the value of z which is  
 -0.348117229 < 1.959963985(z Critical two-tail). So we 
cannot reject the hypothesis that means even without 
training our proposed system is very used and compatible 
even with the beginner. 

 

 
 
 
 
 
 
 
 

 

Table 4. User acceptance test 

 

Table 5. Z Test analysis for user acceptance test 

z-Test: Two Sample for Means   

   

 
Variable 1  

(with training) 
Variable 2 

(Without training) 

Mean 82.56 83.69 

Known Variance 51.9084 53.4589 

Observations 10 10 

Hypothesized Mean Difference 0  

z -0.348117229 

P(Z<=z) one-tail 0.363876073  

z Critical one-tail 1.644853627  

P(Z<=z) two-tail 0.727752146  

z Critical two-tail 1.959963985  

A similar trend also is shown in Table 6, and the Anova 

test  also proves  that we  cannot  reject  the null hypothesis 

because of F value: 0.109067045 < 4.413873419 (F crit value). 

Anova  demonstrates  that  training  toward  our  proposed 

system not affect the knowledge of the user on how to use 

the  system.  The  user  quickly  can  adapt  and  use  the 

application without further problem. 

Table 6. Anova analysis for user acceptance test 

ANOVA       
Source of 
Variation SS 

d
f MS F 

P-
value F crit 

Between 
Groups 6.3845 1 

6.384
5 

0.109
067 

0.745
022 

4.413
873 

Within 
Groups 

1053.6
73 

1
8 

58.53
739    

       

Total 
1060.0

575 
1
9     
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5 Conclusion 
 

The pandemic has changed most people live, and they 
are spending most of their time at home for their daily 
activities. This study focused on providing Kinect system as 
a low-cost home-based rehabilitation system to train the 
upper arm, especially for post-stroke therapy. It is obtained 
by tracking human joints connected to a robotic arm 
synchronized in real-time. Subjects were asked to carry out 
such simple movements as stretching, rotation, pushing, 
pulling the arm, and rotating the palm. The users were 
encouraged to move their arms and check to see whether the 
3D arm moved. At the end of the training session, the 
system provided the exercise and recommendations or 
targets for the next training. A pilot test with five healthy 
subjects was conducted. They were able to synchronize 
their movements with those of a 3D robotic arm to perform 
several repetitive tasks while exerting 19920 J(kg.m2.S-2) of 
energy. This energy is a significant amount for planned 
exercise, and increasing the intensity of training is expected 
to increase the success rate of stroke rehabilitation. We plan 
to use the proposed mechanism for clinical tests on stroke 
patients in future work. 

Acknowledgements 

This work was supported by the Deanship of Scientific 
Research (DSR) of King Abdulaziz University in Jeddah, 
Saudi Arabia, under grant no. 20539 and research code 
G:389-611-1439.  
 
References 

 
[1]. Călin, A. Cantea, A. Dascălu, and C. Mihaiu, "Mira-

upper limb rehabilitation system using Microsoft 
Kinect," Studia Universitatis Babes-Bolyai, 
Informatica, vol. 56, no. 4, pp. 63-74, 2011. 

[2]. H. Mousavi Hondori and M. Khademi, "A Review on 
Technical and Clinical Impact of Microsoft Kinect on 
Physical Therapy and Rehabilitation," Journal of 
Medical Engineering, vol. 2014, p. 846514, 2014/12/11 
2014. 

[3]. F. Maliheh, B. Saeed, and M. Amir, "Motion 
Performance Measurement using the Microsoft Kinect 
Sensor," International Journal of Reliable and Quality E-
Healthcare (IJRQEH), vol. 2, no. 4, pp. 28-37, 2013. 

[4]. G. Dudek and M. Jenkin, Computational Principles of 
Mobile Robotics, Cambridge University Press. 
Cambridge University Press., 2010. 

[5]. H. Jeonghye, J. Miheon, P. Sungju, and K. Sungho, "The 
educational use of home robots for children," in 
ROMAN 2005. IEEE International Workshop on Robot 

and Human Interactive Communication, 2005., 2005, 
pp. 378-383. 

[6]. A.H. Basori, "Emotion Walking for Humanoid Avatars 
Using Brain Signals," International Journal of Advanced 
Robotic Systems, vol. 10, no. 1, p. 29, 2013/01/01 2013. 

[7]. M. A. Ahmed and A. H. Basori, "The Influence of Beta 
Signal toward Emotion Classification for Facial 
Expression Control through EEG Sensors," Procedia - 
Social and Behavioral Sciences, vol. 97, pp. 730-736, 
2013/11/06/ 2013. 

[8]. N. N. Albaqami, K. H. Allehaibi, and A. H. Basori, 
"Augmenting pilgrim experience and safety with geo-
location way finding and mobile Augmented Reality. 
International Journal of Computer Science and Network 
Security " International Journal of Computer Science 
and Network Security vol. 18, no. 2, pp. 23-32, 2018. 

[9]. A.H. Basori and A. Z. Qasim, "Extreme expression of 
sweating in 3D virtual human," Computers in Human 
Behavior, vol. 35, pp. 307-314, 2014/06/01/ 2014. 

[10]. M. Riduwan, A. H. Basori, and F. Mohamed, "Finger-
based Gestural Interaction for Exploration of 3D Heart 
Visualization," Procedia - Social and Behavioral 
Sciences, vol. 97, pp. 684-690, 2013/11/06/ 2013. 

[11]. Y. A. Yusoff, A. H. Basori, and F. Mohamed, 
"Interactive Hand and Arm Gesture Control for 2D 
Medical Image and 3D Volumetric Medical 
Visualization," Procedia - Social and Behavioral 
Sciences, vol. 97, pp. 723-729, 2013/11/06/ 2013. 

[12]. F. Tahavori, M. Alnowami, J. Jones, P. Elangovan, E. 
Donovan, and K. Wells, "Assessment of Microsoft 
Kinect technology (Kinect for Xbox and Kinect for 
windows) for patient monitoring during external beam 
radiotherapy," in 2013 IEEE Nuclear Science 
Symposium and Medical Imaging Conference (2013 
NSS/MIC), 2013, pp. 1-5. 

[13]. Fossati, J. Gall, H. Grabner, X. Ren, and K. Konolige, 
3D with Kinect,Consumer Depth Cameras for Computer 
Vision:Research Topics and Applications, Springer. 
Springer, 2011. 

[14]. M. Law et al., "Home and community occupational 
therapy for children and youth: a before and after study," 
(in eng), Canadian journal of occupational therapy. 
Revue canadienne d'ergotherapie, vol. 72, no. 5, pp. 289-
97, Dec 2005. 

[15]. Abdullasim, N, Basori, A.H, Salam, M.S., Bade, A., 
Velocity Perception: Collision Handling Technique for 
Agent Avoidance Behavior, TELKOMNIKA, Vol.11, 
No.4, April 2013, DOI: 
10.11591/telkomnika.v11i4.2599 

[16]. AlJahdali,H.M.A Basori, A.H. (2019) Emotional 
Contagion Driven of Parent-Child's Agents in Crowd 
during Panic Situation. International Journal of 



IJCSNS International Journal of Computer Science and Network Security, VOL.21 No.2, February 2021 

 

118

 

Computer Network and Information Security, Vol 19, 
No.1 2019, pp.261-266. 

[17]. Basori, A.H, AlJahdali,H.M.A (2018), “Performance 
Driven-biped Control for Animated Human Model with 
Motion Synthesis Data”, Journal of Information 
Systems Engineering and Business Intelligence,Vol.4, 
No.2, 2018. 

[18]. R. Llorens, M. Alcaniz, C. Colomer, and M. D. 
Navarro, "Balance recovery through virtual stepping 
exercises using Kinect skeleton tracking: a follow-up 
study with chronic stroke patients," (in eng), Studies in 
health technology and informatics, vol. 181, pp. 108-12, 
2012. 

[19]. F. Lorussi, N. Carbonaro, D. D. Rossi, and A. Tognetti, 
"A bi-articular model for scapular-humeral rhythm 
reconstruction through data from wearable sensors," 
Journal of NeuroEngineering and Rehabilitation, vol. 
13, no. 1, p. 40, 2016/04/23 2016.  

[20]. Basori, A.H., Zuhair,Q.A (2014) "Extreme expression 
of sweating in 3D virtual human ", Computers In Human 
Behaviour, Vol 35,pp.307-314,Q1,ISI Indexed,June 
2014,Impact Factor 3.4. 

[21]. Ryden, H. J. Chizeck, S. N. Kosari, H. H. King, and B. 
Hannaford, "Using Kinect and a Haptic Interface for 
Implementation of Real-Time Virtual Fixture. In: 
Robotics Sciences and Systems," in Workshop on RGB-
D: Advanced Reasoning with Depth Cameras, Los 
Angles, USA., 2011. 

[22]. N. Palade, "Autonomous stroke rehabilitation with 
Microsoft Kinect," KTH Computer Science and 
Communication, KTH Computer Science and 
Communication, 2013. 

[23]. L. Gallo, A. P. Placitelli, and M. Ciampi, "Controller-
free exploration of medical image data: Experiencing 
the Kinect," in 2011 24th International Symposium on 
Computer-Based Medical Systems (CBMS), 2011, pp. 
1-6. 

[24]. S. Huang et al., "Visual Odometry and Mapping for 
Autonomous Flight Using an RGB-D Camera," in 
Robotics Research : The 15th International Symposium 
ISRR, H. I. Christensen and O. Khatib, Eds. Cham: 
Springer International Publishing, 2017, pp. 235-252. 

[25]. J. Stowers, M. Hayes, and A. Bainbridge-Smith, 
"Altitude control of a quadrotor helicopter using depth 
map from Microsoft Kinect sensor," in 2011 IEEE 
International Conference on Mechatronics, 2011, pp. 
358-362. 

[26]. Basori,A.H., Barukab,O.M. (2017) “Real Time 
Interactive Presentation Apparatus based on Depth 
Image Recognition”, International Journal of Electrical 
and Computer Engineering (IJECE),Vol.7.No.3, June 
2017. 

[27]. Basori,A.H., Almagrabi,A.O. (2017) “Towards Racing 
Gamification with Natural Interface for post stroke 
Rehabilitation”, Computer Engineering and 
Applications Journal, Vol. 6(1), 2017. 

[28]. Basori, A.H, Al-Sharif,A.M, AL-Oufi,A.O, 
Almagrabi,A.O, Barukab, O.M. (2018) “Intelligence 
Context Aware Mobile Navigation using Augmented 
Reality Technology”, Journal of Information Systems 
Engineering and Business Intelligence,Vol.4, No.1, 
2018. http://dx.doi.org/ 10.20473/jisebi.4.1.65-72 

[29]. Basori, A.H, AlJahdali,H.M.A, Abdullah,O.S. (2017) 
“Forced-Driven Wet Cloth Simulation based on 
External Physical Dynamism”, International Journal of 
Advanced Computer Science and Applications, 
Vol.8,No.11,2017,pp.572-581. 

[30]. R. E. Mayagoitia, A. V. Nene, and P. H. Veltink, 
"Accelerometer and rate gyroscope measurement of 
kinematics: an inexpensive alternative to optical motion 
analysis systems," (in eng), Journal of biomechanics, 
vol. 35, no. 4, pp. 537-42, Apr 2002. 

[31]. G. Gioioso, G. Salvietti, M. Malvezzi, and D. 
Prattichizzo, "Mapping Synergies From Human to 
Robotic Hands With Dissimilar Kinematics: An 
Approach in the Object Domain," IEEE Transactions on 
Robotics, vol. 29, no. 4, pp. 825-837, 2013. 

[32]. K. Gerling, I. Livingston, L. Nacke, and R. Mandryk, 
"Full-body motion-based game interaction for older 
adults," presented at the Proceedings of the SIGCHI 
Conference on Human Factors in Computing Systems, 
Austin, Texas, USA, 2012. [Online]. Available: 
https://doi.org/10.1145/2207676.2208324. 

[33]. Basori, A.H, AlJahdali,H.M.A (2017) “TOU-
AR:Touchable Interface for Interactive Interaction in 
Augmented Reality Environment”, Computer 
Engineering and Applications Journal, Vol. 6(2), 2017, 
PROQUEST indexed. 

[34]. Lange, C. Y. Chang, E. Suma, B. Newman, A. S. 
Rizzo, and M. Bolas, "Development and evaluation of 
low cost game-based balance rehabilitation tool using 
the Microsoft Kinect sensor," (in eng), Conference 
proceedings :  Annual International Conference of the 
IEEE Engineering in Medicine and Biology Society. 
Annual Conference, vol. 2011, pp. 1831-4, 2011. 

[35]. Basori,A.H., Almagrabi,A.O. (2018) Real Time 
Physical Force-Driven Hair Animation, International 
Journal of Computer Science and Network Security, 
VOL.18 No.10, October 2018, 
https://doi.org/10.5281/zenodo.2550645 

 
 
 
 
 



IJCSNS International Journal of Computer Science and Network Security, VOL.21 No.2, February 2021 

 

119

 

 
Khalid Hamed Allehaibi, 
received the B.Sc. (Computer 
Science) from King Abdulaziz 
university, Saudi Arabia in 1996, 
M.SC (Computer Science) from 
Tulsa University, USA in 2002, 
and the Ph.D (Software 
Engineering) from DeMontfort 
University, UK in 2013. From 
2002 to 2009, he was a lecturer 
with the Department of 

computing, Jeddah Teacher Collage, King Abdulaziz university, 
Saudi Arabia. In 2014, he has appointed as Assistant Professor 
with the Department of Computer Science, King Abdulaziz 
University, Saudi Arabia. In 2016 he has appointed as head 
department of Information Technology in Faculty of Computing 
and Information Technology Rabigh. His research interests 
include Formal Methods, Controlling Systems, Simulation.. 

 
Ahmad Hoirul Basori, received 
B.Sc(Software Engineering) degree 
from Institut Teknologi Sepuluh 
Nopember Surabaya in 2004  and 
the Ph.D (Computer Graphics) 
from Universiti Teknologi 
Malaysia, Johor Bahru, Johor, in 
2011. In 2011, he has appointed as 
Assistant Professor with the 
Department of Computer Graphics 
and Multimedia, Universiti 
Teknologi Malaysia. In 2016, he is 

promoted to Associate Professor rank in Faculty of Computing and 
Information Technology in Rabigh, King Abdulaziz University. 
Afterward, in 2020, he is promoted to Full Professor rank in 
Faculty of Computing and Information Technology in Rabigh, 
King Abdulaziz University  He is the member of Editorial board 
of some international journal, and published more than 100 articles. 
He is also a member of professional membership IEEE, ACM 
SIGGRAPH, IAENG and Senior Member of IACSIT. His 
research interests include Computer Graphics, Facial Animation, 
Cloth Simulation, Medical Visualization, Haptic Interaction, Man 
Machine Interaction and Robotics.  

 
Nasser Nammas Albaqami, 
received the B.Sc. (Society Science) 
from King Abdulaziz university, 
Saudi Arabia in 1994, M.SC 
(Computer Science) from South 
Waals , UK in 2006, and the Ph.D 
(Software Computer Science ) from 
DeMontfort University, UK in 
2014 From 2006 to 2009, he was a 
lecturer with the Department of 
Information Technology , King 
Abdulaziz university, Saudi Arabia. 
In 2014, he has appointed as 

Assistant Professor with the Department of Information 
Technology, King Abdulaziz University, Saudi Arabia. His 
research interests include Formal Methods, E-learning, Simulation, 
Tourism Visualization.. 

 


