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Abstract. In this article, we define Picard’s three-step iteration process for the approxi-

mation of fixed points of Zamfirescu operators in an arbitrary Banach space. We prove a

convergence result for Zamfirescu operator using the proposed iteration process. Further, we

prove that Picard’s three-step iteration process is almost T -stable and converges faster than

all the known and leading iteration processes. To support our results, we furnish an illus-

trative numerical example. Finally, we apply the proposed iteration process to approximate

the solution of a mixed Volterra-Fredholm functional nonlinear integral equation.

1. Introduction and Preliminaries

Throughout this paper, we assume that Z+ is the set of nonnegative integers.
We consider that C is a nonempty subset of a Banach space X and F (T ), the
set of fixed points of the mapping T defined on C.
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A mapping T : C → C is said to be:

(1) a contraction if there exists a constant δ ∈ [0, 1) such that

‖Tx− Ty‖ ≤ δ‖x− y‖, ∀ x, y ∈ C; (1.1)

(2) a Kannan map [18] if there exists a constant b ∈ (0, 12) such that

‖Tx− Ty‖ ≤ b(‖x− Tx‖+ ‖y − Ty‖), ∀ x, y ∈ C; (1.2)

(3) a Chatterjea map [8] if there exists a constant c ∈ (0, 12) such that

‖Tx− Ty‖ ≤ c(‖x− Ty‖+ ‖y − Tx‖), ∀x, y ∈ C. (1.3)

It is known that conditions (1.1), (1.2) and (1.3) are independent (see [28]).

Definition 1.1. ([36]) An operator T : C → C is said to be a Zamfirescu
operator or Z-operator if it satisfies at least one of the conditions (1.1), (1.2)
and (1.3).

Fixed point theory plays an important role in mathematics and it provides
useful tools to solve many linear and nonlinear problems that have many ap-
plications in different fields like Engineering, Differential equations, Integral
equations, Economics, Chemistry, Game theory, etc. (e.g., see [5, 20]). How-
ever, when the existence of a fixed point of some operators is accomplished,
then to find the fixed point is not an easy task, that’s why we use iteration
processes for computing them. A large number of researchers introduced and
studied iteration processes to compute fixed points for different mappings (see
[3, 4]). In several cases, there can be more than one iteration process to reckon
fixed points of a particular mapping. In such cases, the speed of iteration pro-
cesses does matter, the better speed of iteration processes to approximate fixed
point save time.

The following definitions about the speed of convergence of iteration pro-
cesses are due to Berinde [6].

Definition 1.2. Let {αn} and {βn} be two sequences of real numbers that
converge to α and β, respectively. Assume that

` = lim
n→∞

|αn − α|
|βn − β|

.

(i) If ` = 0, then {αn} converges to α faster than {βn} to β.
(ii) If 0 < ` <∞, then {αn} and {βn} have the same rate of convergence.

Definition 1.3. Suppose that {xn} and {yn} are two fixed point iteration pro-
cesses both converging to the same point p with the following error estimates
(best ones available):

|xn − p| ≤ αn,

|yn − p| ≤ βn.
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If lim
n→∞

αn
βn

= 0, then {xn} converges faster than {yn} and {yn} slower than

{xn}.

In 1967, Ostrowski [25] coined the concept of stability for fixed point itera-
tion processes and proved that Picard’s iteration process is stable with respect
to contractions. In 1987, Harder [14] in his Thesis extended the work due to
Ostrowski for more general iteration processes and contractive conditions.

In the process of approximating fixed points, we consider an approximate
sequence {tn} instead of the theoretical sequence {xn} because of rounding
errors and numerical approximation of functions. The following definition of
stability is due to Ostrowski [25].

Definition 1.4. ([25]) Let T be a self mapping on a subset C of a Banach
space X with a fixed point p and {tn} be an arbitrary sequence in C. Then
an iteration procedure xn+1 = f(T, xn) for some function f , converging to
a fixed point p, is said to be T -stable or stable with respect to T , if for
εn = ‖tn+1−f(T, tn)‖, n ∈ Z+, we have lim

n→∞
εn = 0 if and only if lim

n→∞
tn = p.

In 1998, Osilike [24] introduced the concept of almost stability of iterative
processes which is a weaker class of stability due to Ostrowski [25] and defined
as follows:

Definition 1.5. Let T be a self mapping on a Banach space X with a fixed
point p. Assume that x0 ∈ X and xn+1 = f(T, xn), n ∈ Z+ is an iterative
process for some function f . Let {tn} be an approximate sequence of the
sequence {xn} in X and define εn = ‖tn+1 − f(T, tn)‖. Then the iterative
process xn+1 = f(T, xn) is called almost T -stable or almost stable with respect
to T if

∑∞
n=0 εn <∞, then lim

n→∞
tn = p.

Also, Osilike proved the stability of the Ishikawa process for a class of
pseudo-contractive operators. It can be easily seen that every stable iter-
ative method is also almost stable with respect to the mapping T but the
converse is not true in general. It is also known that some iterative methods
are neither T -stable nor almost T -stable, for more details, one can refer [24].

Lemma 1.6. ([7]) Let {εn} and {un} be any two sequences of nonnegative real
numbers satisfying un+1 ≤ δun+εn, n ∈ Z+, where 0 ≤ δ < 1. If lim

n→∞
εn = 0,

then lim
n→∞

un = 0.

Banach’s contraction principle assures the existence and uniqueness of a
fixed point of a contraction which can be approximated by Picard’s iteration
process [27]. In the following iteration processes, the sequence {xn} is gener-
ated by an arbitrary point x0 ∈ C for the mapping T : C → C and defined as
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follows:

xn+1 = Txn, n ∈ Z+. (1.4)

It is well known that Picard’s iteration process may not converge to a fixed
point of nonexpansive mappings.

Therefore, in 1953, Mann [21] introduced the following iteration process to
approximate fixed points of nonexpansive mappings:

xn+1 = (1− an)xn + anTxn, n ∈ Z+. (1.5)

It is also known that Mann iteration process fails to converge to a fixed point
of pseudo-contractive mapping.

So in 1974, Ishikawa [15] introduced a two-step Mann iteration process to
approximate fixed points of pseudo-contractive mappings which is defined by{

xn+1 = (1− an)xn + anTyn,
yn = (1− bn)xn + bnTxn, n ∈ Z+.

(1.6)

In 2000, Noor [23] introduced the following three-step iteration process for
the solution of general variational inequalities: xn+1 = (1− an)xn + anTyn,

yn = (1− bn)xn + bnTzn,
zn = (1− cn)xn + cnTxn, n ∈ Z+.

(1.7)

He also studied the convergence criteria of this process.
After that, in 2007, Agrawal et al. [2] introduced the following two-step

iteration process, called S iteration process, for nearly asymptotically non-
expansive mappings:{

xn+1 = (1− an)Txn + anTyn,
yn = (1− bn)xn + bnTxn, n ∈ Z+.

(1.8)

They claimed that this process converges at the same rate of convergence as
Picard’s iteration process and faster than Mann process for contractions.

In 2011, Phuengrattana and Suantai [26] introduced the following iteration
process for continuous functions, called SP iteration process: xn+1 = (1− an)yn + anTyn,

yn = (1− bn)zn + bnTzn,
zn = (1− cn)xn + cnTxn, n ∈ Z+.

(1.9)

They showed numerically that SP iteration process converges faster than
Mann, Ishikawa and Noor iteration processes for the class of continuous and
nondecreasing functions.

In the same year, Sahu [29] introduced the normal-S iteration process for
nonexpansive mappings in the following manner:

xn+1 = T ((1− an)xn + anTxn) , n ∈ Z+. (1.10)
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After that, in 2012, Chugh et al. [10] introduced a new three-step iteration
process, called CR process, for a certain class of quasi-contractive mappings
in Banach spaces:  xn+1 = (1− an)yn + anTyn,

yn = (1− bn)Txn + bnTzn,
zn = (1− cn)xn + cnTxn, n ∈ Z+.

(1.11)

They showed that the CR iteration process is faster than Picard, Mann,
Ishikawa, S, Noor and SP iteration processes. They also pointed out that
for increasing functions CR process is best while for decreasing function SP
process is best.

In 2013, Khan [19] introduced the following new iteration process, known as
Picard-Mann hybrid iteration process, for the class of non-expansive mappings:{

xn+1 = Tyn,
yn = (1− an)xn + anTxn, n ∈ Z+.

(1.12)

He mentioned that Picard-Mann hybrid iteration process is independent of all
Picard, Mann and Ishikawa iteration processes.

In the same year, Karahan and Ozdemir [17] introduced the following three-
step iteration process, called S∗ iteration process, for non-expansive mappings
in Banach spaces:  xn+1 = (1− an)Txn + anTyn,

yn = (1− bn)Txn + bnTzn,
zn = (1− cn)xn + cnTxn, n ∈ Z+.

(1.13)

They showed numerically that this iteration process converges faster than
Picard, Mann, Ishikawa and S iteration processes.

After that, in 2014, Abbas and Nazir [1] introduced a new three-step itera-
tion process for non-expansive mappings in uniformly convex Banach spaces: xn+1 = (1− an)Tyn + anTzn,

yn = (1− bn)Txn + bnTzn,
zn = (1− cn)xn + cnTxn, n ∈ Z+.

(1.14)

They showed numerically that this process converges faster than Picard, Mann
and S iteration processes for contractions.

In 2014, Thakur et al. [34] introduced the following iteration process for
nonexpansive mappings: xn+1 = (1− an)Txn + anTyn,

yn = (1− bn)zn + bnTzn,
zn = (1− cn)xn + cnTxn, n ∈ Z+.

(1.15)
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They claimed that this process converges faster than Picard, Mann, Ishikawa,
Noor, S and Abbas and Nazir iteration processes for contractions.

In 2014, Gursoy and Karakaya [13] introduced the following iteration process
for contractions, called Picard-S iteration process and defined as follows: xn+1 = Tyn,

yn = (1− an)Txn + anTzn,
zn = (1− bn)xn + bnTxn, n ∈ Z+.

(1.16)

They showed numerically that Picard-S iteration process converges faster than
Picard, Mann, Ishikawa, Noor, SP, S and some other iteration processes for
contractions.

In 2014, Kadioglu and Yildirm [16] and Çeliker [9] introduced independently
the following same iteration process, called modified SP (MSP) process, for
non-expansive mappings: xn+1 = Tyn,

yn = (1− an)zn + anTzn,
zn = (1− bn)xn + bnTxn, n ∈ Z+.

(1.17)

After that, in 2016, Thakur et al. [32] introduced the following iteration
process for Suzuki’s generalized non-expansive mappings in uniformly convex
Banach space, referred as Thakur-new iteration process: xn+1 = Tyn,

yn = T ((1− an)xn + anzn),
zn = (1− bn)xn + bnTxn, n ∈ Z+.

(1.18)

In 2016, Sahu et al. [30] and Thakur et al. [33] introduced independently
the same iteration process indicated below for non-expansive mappings in
uniformly convex Banach spaces: xn+1 = (1− an)Tzn + anTyn,

yn = (1− bn)zn + bnTzn,
zn = (1− cn)xn + cnTxn, n ∈ Z+.

(1.19)

They claimed that this process converges faster than all the known iteration
processes for contractions.

In process, Sintunavarat and Pitea [31] introduced a new three-step iteration
process for Berinde mappings in Banach space, which we call Varat iteration
process:  xn+1 = (1− an)Tzn + anTyn,

zn = (1− bn)xn + bnyn,
yn = (1− cn)xn + cnTxn, n ∈ Z+.

(1.20)
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Recently, Mogbademu [22] raised the question that “Is it possible to define
an iteration process which converges faster than Picard and Khan iteration
processes?” As an answer, Mogbademu [22] introduced the following iteration
process, called Picard hybrid process:{

xn+1 = Tyn,
yn = Txn, n ∈ Z+.

(1.21)

He claimed that Picard hybrid iteration process converges faster than the
Picard-Mann and Picard’s iteration processes for contractions.

Quite recently, Ullah and Arshad [35] introduced the following new iteration
process, called M∗ process, for Suzuki’s generalized nonexpansive mappings
in uniformly convex Banach spaces: xn+1 = Tyn,

yn = T ((1− an)xn + anTzn),
zn = (1− bn)xn + bnTxn, n ∈ Z+,

(1.22)

where {an}, {bn} and {cn} are control sequences in (0, 1).

Inspired by the above, we raise the following two questions:

Question 1. Is it possible to define an iteration process which converges
faster than all iteration processes as defined above in Banach spaces?

Question 2. Is it possible to define an iteration process which converges
faster than Picard and Picard hybrid iteration processes in metric spaces?

As an answer to above questions, we introduce Picard’s three-step iteration
process which is defined as follows:

Let X be a metric or Banach space and T a self mapping on X. The
sequence {xn} with initial guess x0 ∈ X is defined in the following manner: xn+1 = Tyn,

yn = Tzn,
zn = Txn, n ∈ Z+.

(1.23)

Remark 1.7. Since the rate of convergence of iteration processes depends
on the control sequences {an}, {bn} and {cn} in (0, 1) and the iteration pro-
cess (1.23) is free from control sequences, thus the rate of convergence of the
iteration process (1.23) depends only on the initial point x0 ∈ C.

Motivated by the above, we prove that the iteration process (1.23) converges
strongly to a fixed point of a Zamfirescu operator in an arbitrary Banach space.
Further, we prove that the proposed iteration process is almost T -stable and
converges faster than some leading iteration processes. To support our results
we present an illustrative numerical example. Finally, we approximate the
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solution of a mixed Volterra-Fredholm functional nonlinear integral equation
via the proposed iteration process (1.23).

2. Main results

In this section, we prove our main results for Zamfirescu operator using the
iteration process (1.23) in an arbitrary Banach space.

Theorem 2.1. Let C be a nonempty and closed subset of a Banach space X
and T : C → C be a Zamfirescu operator. Then the sequence {xn} defined by
the iteration process (1.23) converges to a unique fixed point of T .

Proof. Suppose p ∈ F (T ) and x ∈ C. Since T is a Zamfirescu operator, it
follows that

‖Tx− p‖ ≤ δ‖x− p‖, 0 < δ < 1.

Now using the iteration process (1.23), we have

‖xn+1 − p‖ ≤ ‖Tyn − p‖ ≤ δ‖yn − p‖
= δ‖Tzn − p‖ ≤ δ2‖zn − p‖
= δ2‖Txn − p‖ ≤ δ3‖xn − p‖
... (2.1)

≤ δ3(n+1)‖x0 − p‖.
Since δ ∈ [0, 1), it follows that {xn} converges to p. �

The following theorem shows the almost stability of the iteration process
(1.23).

Theorem 2.2. Let C be a nonempty closed subset of a Banach space X and
T : C → C be a Zamfirescu operator. Let {xn} be a sequence defined by the
iteration process (1.23). Then the iteration process (1.23) is almost T -stable.

Proof. Let {tn} be an arbitrary sequence in C. Let xn+1 = f(T, xn) be a
sequence defined by (1.23) which converges to a unique fixed point p (by
Theorem 2.1) and εn = ‖tn+1 − f(T, tn)‖, n ∈ Z+. Now, we will prove that∑∞

n=0 εn <∞ implies lim
n→∞

tn = p.

Assume
∑∞

n=0 εn <∞. By the iteration process (1.23), we have

‖tn+1 − p‖ ≤ ‖tn+1 − f(T, tn)‖+ ‖f(T, tn)− p‖
= εn + ‖T (T (Ttn))− p‖
≤ εn + δ‖T (Ttn)− p‖
≤ εn + δ2‖Ttn − p‖
≤ εn + δ3‖tn − p‖.
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Define un = ‖tn − p‖, then

un+1 ≤ δ3un + εn.

Now by Lemma 1.6, we have lim
n→∞

un = 0, i.e. lim
n→∞

tn = p. Thus the iteration

process (1.23) is almost T -stable. �

Theorem 2.3. Let C be a nonempty, closed and convex subset of a Banach
space X and T : C → C be a Zamfirescu operator. Consider the sequences
{x1,n} defined by Picard (1.4), {x2,n} by Mann (1.5), {x3,n} by Ishikawa (1.6),
{x4,n} by Noor (1.7), {x5,n} by S (1.8), {x6,n} by SP (1.9), {x7,n} by normal
S (1.10), {x8,n} by CR (1.11), {x9,n} by Picard- Mann hybrid (1.12), {x10,n}
by S∗ (1.13), {x11,n} by Abbas and Nazir (1.14), {x12,n} by Thakur (1.15),
{x13,n} by Picard-S (1.16), {x14,n} by modified SP (1.17), {x15,n} by Thakur
new (1.18), {x16,n} by Sahu, Thakur (1.19), {x17,n} by Sintunavarat and Pitea
(1.20), {x18,n} by Picard hybrid (1.21), {x19,n} by M∗ (1.22) and {xn} by
Picard’s three-step (1.23) iteration processes, and assume that they all converge
to the same point p. Then the iteration process (1.23) converges to a fixed point
p of T faster than all the iteration processes (1.4)-(1.22).

Proof. As proved by Khan ([19], Proposition 1),

‖x1,n − p‖ ≤ δn+1‖x1,0 − p‖ = α1,n, n ∈ Z+.

Further, we proved in the inequality (2.1) that

‖xn+1 − p‖ ≤ δ3(n+1)‖x0 − p‖ = αn, n ∈ Z+.

Then,

αn
α1,n

=
δ3(n+1)‖x0 − p‖
δn+1‖x1,0 − p‖

= δ2(n+1) ‖x0 − p‖
‖x1,0 − p‖

.

Since 0 ≤ δ < 1, we have αn
α1,n

→ 0 as n → ∞. Thus, {xn} converges to p

faster than {x1,n}. Now, as proved by Khan ([19], Proposition 1),

‖x9,n − p‖ ≤ [δ(1− (1− δ)an)]n+1‖x9,0 − p‖ = α9,n, n ∈ Z+.

Then,

αn
α9,n

=
δ3(n+1)‖x0 − p‖

[δ(1− (1− δ)an)]n+1‖x9,0 − p‖

= δn+1

(
δ

1− (1− δ)an

)n+1 ‖x0 − p‖
‖x9,0 − p‖

→ 0, as n→∞.
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Hence, {xn} converges to p faster than {x9,n}.

In similar way, as proved by Sahu ([30], Theorem 3.1)

‖x16,n − p‖ ≤ [δ(1− (1− δ2)anbncn)]n+1‖x16,0 − p‖
= α16,n, n ∈ Z+.

Then,

αn
α16,n

=
δ3(n+1)‖x0 − p‖

[δ(1− (1− δ2)anbncn)]n+1‖x16,0 − p‖

= δn+1

(
δ

1− (1− δ2)anbncn

)n+1 ‖x0 − p‖
‖x16,0 − p‖

→ 0 as n→∞.
Thus, {xn} converges to p faster than {x16,n}.

As proved by Mogbademu ([22], Inequality (2.1))

‖x18,n − p‖ ≤ δ2(n+1)‖x18,0 − p‖ = α18,n, n ∈ Z+.

Then,

αn
α18,n

=
δ3(n+1)‖x0 − p‖
δ2(n+1)‖x18,0 − p‖

= δn+1 ‖x0 − p‖
‖x18,0 − p‖

→ 0.

Thus, the sequence {xn} converges to p faster than the sequence {x18,n}.
Similarly, we can prove that iteration process (1.23) converges to p faster

than all the other iteration processes. �

Now we furnish the following example in support of the above theorem.

Example 2.4. Let X = R be a Banach space with usual norm and C = [0,∞).
Let T : C → C be a self mapping defined by

Tx =
√
x+ 2,

for all x ∈ C. We can easily verify that T is a Zamfirescu operator and has a
fixed point p = 2. Now, we choose an = 0.85, bn = 0.65 and cn = 0.45 with
the initial guess x0 = 15.

With the help of Matlab program 2015a, we verify that the iteration process
(1.23) converges to p = 2 faster than all the iteration processes (1.4)-(1.22).



Approximation of fixed points 879

Iter. Iter. (1.23) Picard Mann Ishikawa Noor S SP
1 15.000000 15.000000 15.000000 15.000000 15.000000 15.000000 15.000000
...

...
...

...
...

...
...

...
5 2.000000 2.028620 2.152998 2.047442 2.041246 2.003777 2.002213
9 2.000000 2.000112 2.002619 2.000213 2.000154 2.000002 2.000001
10 2.000000 2.000028 2.000949 2.000055 2.000038 2.000000 2.000000
11 2.000000 2.000007 2.000344 2.000014 2.000009 2.000000 2.000000
12 2.000000 2.000002 2.000125 2.000004 2.000002 2.000000 2.000000
13 2.000000 2.000000 2.000045 2.000001 2.000001 2.000000 2.000000
14 2.000000 2.000000 2.000016 2.000000 2.000000 2.000000 2.000000
...

...
...

...
...

...
...

...
18 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000

Table 1. A comparison table of the iteration processes.

Iter. Normal-S CR Pica.-Mann S∗ Abbas Thakur Picard-S
1 15.000000 15.000000 15.000000 15.000000 15.000000 15.000000 15.000000
...

...
...

...
...

...
...

...
7 2.000005 2.000001 2.000005 2.000052 2.000087 2.000015 2.000000
8 2.000000 2.000000 2.000000 2.000007 2.000013 2.000002 2.000000
9 2.000000 2.000000 2.000000 2.000001 2.000002 2.000000 2.000000
10 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000

Table 2. A comparison table of the iteration processes.

Iter. MSP Thakur New Sahu,Thakur Varat Picard hybrid M∗

1 15.000000 15.000000 15.000000 15.000000 15.000000 15.000000
...

...
...

...
...

...
...

6 2.000002 2.000001 2.000076 2.001163 2.000007 2.000000
7 2.000000 2.000000 2.000007 2.000198 2.000000 2.000000
8 2.000000 2.000000 2.000001 2.000034 2.000000 2.000000
9 2.000000 2.000000 2.000000 2.000006 2.000000 2.000000
10 2.000000 2.000000 2.000000 2.000001 2.000000 2.000000
11 2.000000 2.000000 2.000000 2.000000 2.000000 2.000000

Table 3. A comparison table of the iteration processes.

The Figures 1, 2 and 3 show the convergence behavior of the iteration
process (1.23) with iteration processes (1.4)-(1.22).
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Figure 1. Convergence behavior of the iteration process
(1.23) with various iteration processes.
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Figure 2. Convergence behavior of the iteration process
(1.23) with various iteration processes.
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Figure 3. Convergence behavior of the iteration process
(1.23) with various iteration processes.

3. Application

In this section, we approximate the solution of a mixed Volterra-Fredholm
functional nonlinear integral equation using the iteration process (1.23).

Consider the following mixed Volterra-Fredholm functional nonlinear inte-
gral equation (see [11]).

x(t) = F

(
t, x(t),

∫ t1

a1

...

∫ tn

an

K(t, s, x(s))ds,

∫ b1

a1

...

∫ bn

an

H(t, s, x(s))ds

)
,

(3.1)
where [a1, b1] × · · · × [an, bn] is an interval in Rn, t = (t1, t2, · · · , tn), s =
(s1, s2, · · · , sn) ∈ [a1, b1] × · · · × [an, bn], K,H : [a1, b1] × · · · × [an, bn] ×
[a1, b1]×· · ·× [an, bn]×R→ R are continuous functions and F : [a1, b1]×· · ·×
[an, bn]× R3 → R.

Assume that the following conditions are satisfied:

(C1) K,H ∈ C([a1, b1]× · · · × [an, bn]× [a1, b1]× · · · × [an, bn]× R);
(C2) F ∈ C([a1, b1]× · · · × [an, bn]× R3);
(C3) there exist nonnegative constants α, β, γ such that

|F (t, u1, u2, u3)− F (t, v1, v2, v3)| ≤ α|u1 − v1|+ β|u2 − v2|+ γ|u3 − v3|,
for all t ∈ [a1, b1]× · · · × [an, bn], ui, vi ∈ R, i = 1, 2, 3;
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(C4) there exist nonnegative constants LK and LH such that

|K(t, s, u)−K(t, s, v)| ≤ LK |u− v|,

|H(t, s, u)−H(t, s, v)| ≤ LH |u− v|,

for all t, s ∈ [a1, b1]× · · · × [an, bn], and u, v ∈ R;
(C5) α+ (βLK + γLH)(b1 − a1) · · · (bn − an) < 1.

By the solution of problem (3.1), we mean a function x∗ ∈ C([a1, b1]×· · ·×
[an, bn]).

Crăciun and Şerban [11] proved the following existence result for the prob-
lem (3.1).

Theorem 3.1. Assume that conditions (C1) − (C5) are satisfied. Then the
problem (3.1) has a unique solution x∗ ∈ C([a1, b1]× · · · × [an, bn]).

Now, we prove the following main result using iteration process (1.23).

Theorem 3.2. Let X = C([a1, b1]×· · ·× [an, bn], ‖.‖) be a Banach space with
Chebyshev’s norm. Let {xn} be a sequence defined by iteration process (1.23)
for the operator T : X → X defined by

Tx(t) = F

(
t, x(t),

∫ t1

a1

...

∫ tn

an

K(t, s, x(s))ds,

∫ b1

a1

...

∫ bn

an

H(t, s, x(s))ds

)
,

(3.2)
where F, K and H are defined as above. Assume that conditions (C1)−(C5) are
satisfied. Then the iteration process (1.23) converges to the unique solution,
say, x∗ ∈ C([a1, b1]× · · · × [an, bn]) of the problem (3.1).

Proof. In view of Theorem 3.1, we assume that x∗ is the fixed point of T .
Now we show that xn → x∗ as n→∞.
Using iteration process (1.23), equation (3.2) and conditions (C1) − (C4),

we obtain

‖zn − x∗‖
= ‖Txn − x∗‖ = |Txn(t)− Tx∗(t)|

=

∣∣∣∣∣F
(
t, xn(t),

∫ t1

a1

...

∫ tn

an

K(t, s, xn(s))ds,

∫ b1

a1

...

∫ bn

an

H(t, s, xn(s))ds

)

− F
(
t, x∗(t),

∫ t1

a1

...

∫ tn

an

K(t, s, x∗(s))ds,

∫ b1

a1

...

∫ bn

an

H(t, s, x∗(s))ds

) ∣∣∣∣∣
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≤ α
∣∣xn(t)− x∗(t)

∣∣
+ β

∣∣∣∣∣
∫ t1

a1

...

∫ tn

an

K(t, s, xn(s))ds−
∫ t1

a1

...

∫ tn

an

K(t, s, x∗(s))ds

∣∣∣∣∣
+ γ

∣∣∣∣∣
∫ b1

a1

...

∫ bn

an

H(t, s, xn(s))ds−
∫ b1

a1

...

∫ bn

an

H(t, s, x∗(s))ds

∣∣∣∣∣
≤ α

∣∣xn(t)− x∗(t)
∣∣

+ β

∫ t1

a1

...

∫ tn

an

∣∣∣K(t, s, xn(s))−K(t, s, x∗(s))
∣∣∣ds

+ γ

∫ b1

a1

...

∫ bn

an

∣∣∣H(t, s, xn(s))−H(t, s, x∗(s))
∣∣∣ds

≤ α
∣∣xn(t)− x∗(t)

∣∣+ β

∫ t1

a1

...

∫ tn

an

LK

∣∣∣xn(s)− x∗(s)
∣∣∣ds

+ γ

∫ b1

a1

...

∫ bn

an

LH

∣∣∣xn(s)− x∗(s)
∣∣∣ds

≤ α
∥∥xn − x∗∥∥+ β

∫ t1

a1

...

∫ tn

an

LK
∥∥xn − x∗∥∥ds

+ γ

∫ b1

a1

...

∫ bn

an

LH
∥∥xn − x∗∥∥ds

= α‖xn − x∗‖+ βLK(t1 − a1)...(tn − an)‖xn − x∗‖
+ γLH(b1 − a1)...(bn − an)‖xn − x∗‖.

It implies that

‖zn − x∗‖ ≤ [α+ (βLK + γLH)(b1 − a1)...(bn − an)]‖xn − x∗‖. (3.3)

Similarly, we can obtain that

‖yn − x∗‖ ≤ [α+ (βLK + γLH)(b1 − a1)...(bn − an)]‖zn − x∗‖ (3.4)

and

‖xn+1 − x∗‖ ≤ [α+ (βLK + γLH)(b1 − a1)...(bn − an)]‖yn − x∗‖. (3.5)

Combining equations (3.3), (3.4) and (3.5), we get

‖xn+1 − x∗‖ ≤ [α+ (βLK + γLH)(b1 − a1)...(bn − an)]3‖xn − x∗‖. (3.6)

By using condition (C5) and defining

δ := α+ (βLK + γLH)(b1 − a1)...(bn − an) < 1,
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equation (3.6) becomes

‖xn+1 − x∗‖ ≤ δ3‖xn − x∗‖.
Inductively, we get

‖xn+1 − x∗‖ ≤ δ3(n+1)‖x0 − x∗‖.
Thus, lim

n→∞
‖xn − x∗‖ = 0. This completes the proof. �

Remark 3.3. Theorem 3.2 generalizes and improves the results of Crăciun
and Şerban [11], Gursoy [12] and several relevant results in the literature.
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