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PREDICTION OF U.S. GOLD FUTURES PRICES USING
WAVELET ANALYSIS; A STUDY ON DEEP LEARNING

MODELS†

D.H. LEE, D.H. KIM, J.H. YOON∗

Abstract. This study attempts to predict the price of gold futures, a
real financial product, using ARIMA and LSTM. The wavelet analysis was
applied to the data to predict the price of gold futures through LSTM and
ARIMA. As results, it is confirmed that the prediction performance of the
existing model of predict was improved. the case of predict of price of gold
futures, we confirmed that the use of a deep learning model that is not
affected by the non-stationary series data is suitable and the possibility of
improving the accuracy of prediction through wavelet analysis.
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1. Introduction

Gold is widely regarded as a safe asset; it is part of several important trans-
actions in the market, both as a real product and a financial derivative. Histor-
ically, the increase in the value of gold has been inversely proportional to the
value of the dollar. Moreover, gold is the preferred option for investors looking
for a means of wealth accumulation and an alternative to the uncertainty of
money. Researchers have studied the impact of US gold prices on Korean gold-
related corporate stocks at 13% (see [16]). It should be noted that predicting the
price of gold futures can enable us to comprehend the volatility of gold prices
(see [14]). Moreover, predicting the price of gold futures is an important topic
in the field of financial engineering.
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In this study, the price of gold futures was analyzed using Auto-Regressive In-
tegrated Moving Average (ARIMA) and the Long Short-Term Memory (LSTM)
model, which are widely used in big data analytics. To begin with, ARIMA is
a type of time series analysis; it is a generalization of auto-regressive moving
average (ARMA) that describes current time series values using past observa-
tions and errors. In his seminal work, Abdullah (see [1]) predicted the selling
price of gold bullion in Malaysia from 2002–2007. The study demonstrated the
effectiveness of ARIMA(2,1,2) for price prediction. In another study, Saeed et
al. (see [13]) also predicted time series data for wheat production in Pakistan
using ARIMA(2,2,1). Guha et al. (see [6]) used ARIMA to predict gold prices in
India from November 2003 to January 2014. However, ARIMA has limitations
when taking into consideration the random or sudden political and economic
changes included in time series data.

The LSTM model addresses the vanishing gradient problem of recurrent neu-
ral networks (RNN). In a study by Kristjanpoller et al. (see [10]), the volatility
of gold prices was predicted using GARCH applied with an ANN; the study
confirmed that the prediction performance improved over GARCH. In another
study, Jiang et al. (see [9]) predicted the Shanghai Composite Index and the
Dow Jones Index using RNN and LSTM. The mean square error (MSE) was used
to compare the RNN and LSTM predictions. The results suggested that LSTM
exhibited smaller error than RNN. In another study, Tsai (see [15]) predicted
Particulate Matter 2.5 (PM2.5) content using LSTM and evaluated the predic-
tion performance using Root Mean Square Error (RMSE) and Mean Absolute
Error (MAE). The results suggest that the proposed approach can effectively
forecast the value of PM2.5.

While there are several studies that analyze gold future prices using ARIMA
and LSTM, very few studies have applied wavelet analysis correction for the
prediction analysis of gold futures prices. Wavelet transforms were initially pro-
posed as an alternative to the Fourier transform, which does not consider both
the time and frequency domains concurrently. Fonseca Lemus et al. (see [5])
applied ARIMA with a wavelet transform to obtain improved forecasting results
from Colombian financial market data. Murguia et al. (see [11]) analyzed chaotic
time series data using wavelet transform by applying a statistical approach to ex-
perimental CTS. Antonini (see [2]) proposed a novel image compression method
using wavelet transform and obtained good results from progressive transmis-
sions and a very low bit rate compression. Similarly, wavelet transforms have
found similar applications in a variety of fields. For example, Zang et al. (see
[17]) developed a new approach to detect disease outbreaks based on wavelet
transforms and found that it addressed the problem of negative singularities
and long-term trends, which are issues that commonly occur in time series data.

In this study, we predicted the price of US gold futures using ARIMA and
LSTM; we confirm that gold futures price do not show a time pattern through
a comparison of the prediction performance of the two models. In addition, we
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apply wavelet analysis to the gold futures data to improve the overall prediction
accuracy of the model.

The remainder of the manuscript is organized as follows. Chapter 2 introduces
models and briefly defines the time series prediction model ARIMA, deep learn-
ing model LSTM and wavelet. In Chapter 3, the model introduced in Chapter
2 is used to derive forecasts of gold futures prices and to graphically represent
the forecasts and actual gold futures prices. In addition, the performance of
predictive models is compared using the evaluation indicators. Chapter 4 draws
conclusions based on the results of Chapter 3.

2. The Review of Models

In this section, we introduce the ARIMA model frequently used in previous
studies and the Deep Learning model, which is known to have excellent predictive
performance. Specifically, we review LSTM models, which improved the short-
comings of RNN. And, in the process of analyzing data, the data pre-processing is
important as much as add a influential explanatory variable. Therefore, wavelet
analysis is used in the process of pre-processing the data of the gold futures price
used.

2.1. Auto-Regressive Integrated Moving Average (ARIMA). ARIMA
(p, d, q) is a type of time series data analysis, which is assumes that the economy
is moving according to past knowledge or experience. The ARIMA(p, d, q) model
is a generalization of ARMA that describes the current time series value using
past observation values and errors. It is an analytical technique used to predict
the next indicator on a quarterly, semi-annual, or annual basis, or to review the
indicator on a weekly or monthly basis and to monitor the trend for abnormali-
ties. While the ARMA is applicable only to the stationary series, ARIMA(p, d, q)
can be applied even when the analysis target exhibits the characteristics of weak
non-stationary series.

Definition 2.1. The general format of the ARIMA(p, d, q) is as follows.

yt = θ0 + φ1yt−1 + · · ·+ φpyt−p + ϵt − θ1ϵt−1 − · · · − θqϵt−q, t = 1, 2, 3 , · · ·
(1)

where yt is a real value, ϵt is white noise, and φi (i = 1, 2, 3, . . . , p) and θj
(j = 1, 2, 3, . . . , q) are the model parameters. It should be noted that p stands
for the order of the auto regressive process, d is the order of the data stationary,
and q is the order of the moving average process.

2.2. Long Short-Term Memory (LSTM). LSTM was proposed by Hochre-
ither and Schmidhuder (see [7]) to address the vanishing gradient problem at a
RNN. LSTM comprises the cell state and hidden state. Cell state is the role of
maintaining memory. And, hidden state is the role of sending information to
the next step. Figure 1 shows the visual representation of the LSTM structure.
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Definition 2.2. The LSTM is defined by:

ft = σ(Wxfxt +Whfht−1 + bf )

it = σ(Wxixt +Whiht−1 + bi)

ot = σ(Wxoxt +Whoht−1 + bo)

gt = tanh(Wxgxt +Whght−1 + bg)

Ct = ft ◦ Ct−1 + it ◦ gt
ht = ot ◦ tanh(ct)

Figure 1. Structure of the LSTM(Olah, 2015)

The first step of LSTM is the forget gate layer that determines whether cell
state is remembered. In this step, the ft form is calculated, where in the ft is
applied to the weighted sum of the bias to determine whether the amount of
information to forget. The second step is the input gate. In this step, the gt
and it form is calculated, where in the gt and it is decide the amount of new
information. The next step is the output gate. The output gate determines
the value which utilizes the information passing in through the cell state. In
this step, the ot form is calculated, where in the ot is decide the amount of
information of output. The final step is the hidden state. In this step, the ht
form is calculated, After applying tanh activation to the cell state, it is output
to the output gate. For more details, see [7].
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2.3. Wavelet Analysis. First proposed by Morlet (see [3]), the wavelet has
overcome the limitations posed by Fourier transforms, which do not consider
both time and frequency domains at the same time. Wavelet analysis can de-
compose complex information in the signal into wavelets. In other words, wavelet
analysis are used for the decomposition and reconstruction of the information
contained in the signal. The most used empirically are orthogonal wavelets such
as the Haar, Daublets, Symmlets and coiflets (Daubechies (1992). In this paper,
we use Haar Wavelet analysis among the available multifarious wavelet analysis.

In wavelet analysis, we must note two functions; the ϕ mother function, also
referred to as the scaling function, and the ψ function, which is referred to as
the wavelet function. Using these two functions, the data is approximated in a
block format.

The wavelet is defined by Ref. [4] and [5] as given below.

Definition 2.3. Wavelet is defined by:

Ψ(a,b)(x) =
1√
a
ψ

(
x− b

a

)
(2)

Wavelet transform is given by:

W (a, b) =

∫ ∞

−∞
f(x)Ψ(a,b)(x)dx where Ψ(a,b)(x) =

1√
a
ψ

(
x− b

a

)
(3)

where wavelet transform is the convolution of the wavelet. The wavelet func-
tion is designed to strike a balance between time domain and frequency do-
main; here, a, b ∈ {1, 2, · · · } is a dilatiation parameter and b is a translation
parameter, and f(x) are the signals in which period is T . f(x) = 1

2a0 +∑∞
k=1

(
akcos

2πkt
T + bksin

2πkt
T

)
.

Definition 2.4. Haar scaling function is defined as follows:

ϕ(x) :=

{
1, x ∈ [0, 1)

0, otherwise
(4)

Definition 2.5. Haar wavelet mother function is defined as follows:

ϕ(x) :=


1, x ∈ [0, 12 )

−1, x ∈ [ 12 , 1)

0, otherwise
(5)

Definition 2.6. Haar wavelet is defined as follows:
ψ(x) = ϕ(2x)− ϕ(2x− 1). (6)

3. Main Results

This section discusses the prediction results and analyzes the predictions of
gold futures prices using LSTM and ARIMA with wavelet analysis. The histori-
cal data of Gold Futures were downloaded from the website(https://investing.com/)
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for the period between January 2015 and November 2019. The data were di-
vided into training data from January 2015 to May 2018, and test data from
June 2018 to November 2019. Each figure is a figure of test data from June 2018
to November 2019, and forecasts represent forecast data. The horizontal axis
indicates days, and the vertical axis indicates the price of gold futures per each
troy ounce . In this study, we used open source wavelet analysis software (Py-
Wavelets 1.0.2), ARIMA (statsmodels 0.9.0), LSTM model provided by Keras,
and TensorFlow 1.4.0. The analysis was conducted using python in Jupiter lab
1.2.4 environment.

In the case of Wavelet, it was used in the data pre-processing process. At
this time, prediction was performed on the generated value using Wavelet, and
inverse transform was applied to the predicted result. In the case of ARIMA
estimation results, Results of ARIMA estimation, ARIMA (1, 1, 1) is the most
suitable model to be used for forecasting gold futures prices. In the case of
LSTM, epoch was run 200, 500, 1000, 2000, 5000, 10000 times. As a result, the
best prediction performance was confirmed when 200 epochs were performed.
Also, in the case of batch size, it was set between 300 and 400. In general, in
the case of batch size, the larger the value, the more stable learning can be.

Root Mean square Error(RMSE)
√

1
n

∑n
i=1(ŷi − yi)2

Mean absolute Error(MAE) 1
n

∑n
i=1 |ŷi − yi|

Root Mean square percent Error(RMSPE)
√

1
n

∑n
i=1(

ŷi−yi

yi
)2 × 100

Mean Absolute Percent Error(MAPE) 1
n

∑n
i=1 |

ŷi−yi

yi
| × 100

Table 1. Evaluation Index

LSTMLSTM by using Wavelet ARIMAARIMA by using Wavelet
RMSE 34.56 30.85 150.13 107.94
MAE 20.89 20.83 132.49 97.98

RMSPE(%) 2.57 2.29 11.19 8.04
MAPE(%) 1.54 1.54 11.13 7.99

Table 2. Result of Evaluation Index

Table 1 lists the evaluation indices used for the evaluation of the prediction
performance. The results in Table 1 indicate that the closer the value of the
evaluation index is to 0, the better the predictive performance. RMSE is given
the high weighted value of relatively errors compared to MAE . As regards
MAPE, it indicates the ratio of MAE relative to the real value. Also, as regards
RMSPE, it indicates the ratio of RMSE relative to the real value. Table 2
presents the comparison of the evaluation indexes obtained using the predicted
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values of each model. The results from Table 2 indicate the RMSE and MAE
values of ARIMA and LSTM using wavelet; The results of RMSE and MAE or
RMSPE and MAPE in Table 2 show that for the LSTM and ARIMA, applying
wavelet to the prediction on each method reduces the varinace of the error. In
addition, in the MAPE results of Table 2, the MAPE of ARIMA is 11.13%,
while ARIMA, after applying Wavelet analysis, shows a 3.14% decline in MAPE
from 11.13% to 7.99%. This can be attributed to the fact that wavelet analysis
improves the performance when solving long-term trends.

Figure 2 shows the prediction results of gold futures prices using ARIMA.
While there are limitations in that ARIMA can only be applied for short-term
detection of small changes; comprehensively identifying of changes in policy and
economics still remains a challenge (see [7]). The solid orange line in Figure 2
(a) does not predict all future gold futures prices over time, which indicates that
the test data (2018.06.-2019.11.). This result shows that it is not a sufficiently
trained model. Figure 2 (b) is an enlarged representation of Figure 2 (a), which
indicates that it is nearly impossible to predict the price movement of gold
futures by using ARIMA. In other words, ARIMA is not suitable for analysis of
period of non-stationary series.

(a) ARIMA (b) ARIMA (Zoom)

Figure 2. Forecast of ARIMA

Figure 3 presents the ARIMA analysis results obtained after applying the
wavelet analysis to gold futures price data. From Figure 3 (a), the performance
does not seem to improve significantly; however, on closer examination, as shown
in Figure 3 (b), the prediction performance improves in the short term. Thus, it
can be inferred that the non-stationary series learning problem of ARIMA has
been addressed a little improvement, through wavelet analysis. Nevertheless, it
is inappropriate to use ARIMA for gold futures price predictions, as indicated
by the orange solid line. because price of gold futures show that characteristic
of non-stationary series

Next, let us consider a case where LSTM predicts the gold futures price data.
As shown in Figure 4, the LSTM exhibits better predictions than ARIMA. In
order words, the results of prediction using ARIMA and LSTM show that there
is a minor difference. because, it was not influenced by non-stationary series. In



246 D.H. LEE, D.H. KIM, J.H. YOON

(a) ARIMA Model by using Wavelet
(b) ARIMA Model by using Wavelet
(Zoom)

Figure 3. Forecast of ARIMA by using Wavelet

addition, we can observe a large error in (x ≈ 360) near June 2019, which can be
regarded as an indicator of both prices and factors such as changes in political
and economic conditions.

Figure 4. Forecast of LSTM

Figure 5 shows the graph of LSTM prediction results after the application of
wavelet analysis. Although a significant difference cannot be observed from the
results of Figure 4, from an RMSE and MAE standpoint (as indicated in Table
2), the LSTM predictions exhibit a certain degree of performance improvement.
Similar to Figure 4, we can observe a large error in (x ≈ 360) near June 2019,
which indicates that it was influenced by economical and political.

4. Concluding Remarks

ARIMA, LSTM and wavelet analysis are used to predict the price of gold
futures. This study proposes a method of predicting data used for analysis
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Figure 5. Forecast of LSTM by using Wavelet

through wavelet analysis through a kind of data pre-processing, rather than
adding meaningful explanatory variables to improve the accuracy of prediction.

The influence of wavelet analysis is investigated as follows using evaluation
indicators. The impact of data on gold futures prices is determined by comparing
the performance of predictions through ARIMA and LSTM and the performance
of predictions between ARIMA and LSTM when wavelet analysis is used.

As a result, RMSE, MAE, MAPE, and RMSPE can all get good results from
using LSTM as a predictive model. In the case of ARIMA, previous studies had
good results, but for the period of gold futures price considered in this study,
they showed overfitting of the training data and failure to learn properly. In
this study, we can see that ARIMA shows poor results. In other words, ARIMA
shows that in the case of unstable time series data and prediction results may
be inaccurate.

In the case of LSTM, it is possible to confirm that there is an overall error of
2 troy ounces through MAE, and about 1.5% of the total data can be checked
through MAPE. In addition, when wavelet analysis was used as a pre-processing
of the existing data, RMSE can confirm 3.7 troy ounce reduction and RMSPE
can see 0.28% error reduction. In addition, from the results in Figures 4 and
5, you can see the increase in error from June 2019. In this regard, it can be
thought that it was influenced by FOMC. FOMC interest rate changes can be
viewed through the following website: (cf. https://kr.investing.com/economic-
calendar/interest-rate-decision-168)

These results make it possible for LSTM to see the result of reduced error
variance when making predictions using data with wavelet analysis.

Therefore, in order to predict the futures price of gold, we confirmed that the
use of a deep learning model that is not affected by the characteristics of time
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series data is suitable and the possibility of improving the accuracy of prediction
through wavelet analysis.
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