
J. Inf. Technol. Appl. Manag. 28(5): 41~50, October 2021 ISSN 1598-6284 (Print)

https://doi.org/10.21219/jitam.2021.28.5.041 ISSN 2508-1209 (Online)

Misinformation Detection and Rectification Based on QA System and 

Text Similarity with COVID-19

Insup Lim *․Namjae Cho**

Abstract

As COVID-19 spread widely, and rapidly, the number of misinformation is also increasing, which WHO 

has referred to this phenomenon as “Infodemic”. The purpose of this research is to develop detection and 

rectification of COVID-19 misinformation based on Open-domain QA system and text similarity. 9 testing 

conditions were used in this model. For open-domain QA system, 6 conditions were applied using three 

different types of dataset types, scientific, social media, and news, both datasets, and two different methods 

of choosing the answer, choosing the top answer generated from the QA system and voting from the top 

three answers generated from QA system. The other 3 conditions were the Closed-Domain QA system with 

different dataset types. The best results from the testing model were 76% using all datasets with voting 

from the top 3 answers outperforming by 16% from the closed-domain model. 
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1. Introduction

At the end of 2019, WHO was informed of 

an unknown etiology detected in Wuhan City, 

Hubei province of China [WHO, 2020]. On 13 

January 2020, the Ministry of Public Health, 

Thailand reported the first imported case of 

lab-confirmed novel coronavirus (2019-nCoV) 

from Wuhan [World Health Organization, 

2020] and in an exponential rate with total 

reports of 57.8 million cases and over 1.3 mil-

lion deaths on 22 November 2020 [World 

Health Organization, 2020]. 

The UN secretary-general launched the UN 

communications response initiative to combat 

the spread of misinformation in April 2020 

[WHO, 2020]. At the World Health Assembly 

in May 2020, WHO Member States passed 

Resolution WHA73.1 on the COVID-19 re-

sponse. The Resolution recognizes that man-

aging the infodemic is a critical part of control-

ling the COVID-19 pandemic [WHO, 2020].

Under the COVID-19 infodemic, many fake 

news detection models have been developed, 

and the majority of the models were based on 

classification techniques. Classification tech-

niques require tremendous amount of label 

datasets. Even there’s a lot of true scientific 

information on the web, still it lacks false la-

beled information. 

To resolve this problem, the proposed mis-

information detection model is based on only 

using true information, Question Answering 

system (QA system) and text similarities.

2. Literature Review

Misinformation is defined as false in-

formation that is not created with the in-

tention of hurting others [WHO, 2020a]. Even 

though it is not intended to hurt people, but 

to actually help them, still it is very dangerous 

for people to act on using unverified treat-

ments against COVID-19. 

2.1 Misinformation Detection and Rectification 

Systems

Classic misinformation detection models 

are based on supervised learning classi-

fication models, that need labeled datasets 

to identify whether they are true or not. Gilda 

[2017] tested TF-IDF with multiple machine 

learning algorithms, to identify fake news 

from Signal Media and OpenSource.co. Granik 

et al. [2017] used Naïve Bayes to classify fake 

news on Facebook news posts. Recently, after 

the COVID-19 outbreak, Elhadad et al. [2020] 

has built a machine learning model to classify 

fake COVID-19 information in Twitter by us-

ing voting systems of machine learning algo-

rithms in multiple feature extraction con-

ditions.

Rectification systems have been used based 

on QA systems, comparing the text similarity 

between the given answer and machine learn-

ing generated answer. Attia et al. [2018] have 

used an automatic short answer correction 

system based on course material to correct 

the wrong answer of the questions.

2.2 Question Answer Generation

Obtaining training data for QA system is 

time-consuming and resource-intensive, and 

current available QA datasets are limited to 

certain domains and languages [Lewis et al., 

2019]. 

The question answering system is divided 

into two steps, that cloze generation and 

translation. Cloze generation is the process 

of masking noun or named entity, and cloze 
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translation transforms the masked sentence 

into question format [Lewis et al., 2019].

2.3 Open Domain Question Answering Model

There are two types of QA system, open-do-

main, and closed-domain. The Open-domain 

QA system uses all the contexts provided in 

the system to answer the question, finding 

the appropriate context with the semantic 

similarity between the question and each sub-

set of contexts [Semnani et al., 2020]. On the 

other hand, the closed-domain QA system 

uses only one context for certain questions.

In this research both closed- and open-do-

main QA system, but the proposed model is 

more fitted into the open-domain system.

The QA system is fine-tuned upon the 

BERT-LARGE pretrained model, with 24 lay-

ers and 1024 hidden sizes, with 16 self-atten-

tion heads. The pretrained model is created 

by masking a word into a [MASK] token, and 

is trained to predict the masked word, allow-

ing the model to understand the context 

[Devlin et al., 2018].

2.4 Word-Embedding

Word embedding is a technique of creating 

a word or sentence into a certain dimension 

sized vector. The tool used to vectorize the 

answers is BioBERT word-embedding module 

[Jangid, 2020], that is based on BioBERT [Lee 

et al., 2020], a model trained with 29 million 

PubMed articles with the same process of 

BERT. In this research the dimension of the 

word or sentence-embedding is 768, which is 

the same as the embedding size of BERT.

2.5 Text Similarity

Text similarity is used to compare how sim-

ilar two text are to each other. Cosine sim-

ilarity is one of the most widely used algorithm 

for text similarity. It is calculated between 

two vectorized words (or sentences) that is 

done from the word-embedding step [Li et al., 

2013]. 

2.6 COVID-19 Datasets

Datasets were collected from Kaggle CORD-19 

Competition [Wang et al., 2020], FAQs of 

WHO [WHO, 2020], CDC [CDC, 2020], CMU-

MisCOV19 [Memon et al., 2020], CoAID [Cui 

et al., 2020], COVID-QA [Möller et al., 2020]. 

Datasets are divided into two types, scien-

tific datasets and SNS, News datasets. 

Scientific datasets are mainly published jour-

nals or datasets from authorized organ-

izations such as WHO and CDC.

CORD-19 dataset is a collection of pub-

lished articles from major biomedical jour-

nals, mainly from PubMed Central, by 

well-known AI research communities to sup-

port the ongoing researches of COVID-19. It 

contains over 400,000 articles and 150,000 full 

texts about COVID-19, SARS-CoV-2, and re-

lated coronaviruses [Wang et al., 2020]. In 

this research, full paper is not used but the 

abstracts of the papers are used to build this 

model.

Frequently asked questions from WHO and 

CDC are also used as scientific datasets that 

are verified by these organizations. It provides 

basic information of COVID-19 and how to pre-

vent it.

COVID-QA dataset is also in the category 

of scientific dataset, because the original con-

texts of Questions Answer data are published 

articles of COVID-19. 

Next datasets are CMU-MisCOV19 data-

sets, and CoAID, CMU-MisCOV19 contains 
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tweets datasets that is labeled with 16 differ-

ent themes, such as true public health re-

sponse, fake cure, conspiracy, irrelevant and 

so on [Memon et al., 2020].

CoAID is Covid-19 heAlthcare mIsinfor-

mation Dataset, that contains Tweets, re-

tweets, social platform post (news) datasets 

[Cui et al., 2020]. 

3. Research Model and Implementation

3.1 Research Model

<Figure 1> is the model of fake COVID-19 

QA generation system, using the QA gen-

eration system based on Cloze translation. 

Datasets used in this model are CMU-M is 

COV19, CoAID dataset that is from tweets and 

news. By manually removing the contents du-

plicated, 153 False Question Answer sets were 

generated.

<Figure 1> Fake Question Answer Generation

<Figure 2> corresponds to the training sys-

tem of the QA model. Since, data used for 

fine-tuning the QA model needs to be true, 

the full contexts are from CORD-19, combined 

FAQs of WHO and CDC, COVID-QA original 

contexts, true data of CMU-MisCOV19 and 

CoAID, directly mentioning the word in <Table 

1> [Elhadad et al., 2020].

The scientific abstracts of CORD-19’s word 

length were limited to 150 to 250 words, it 

is based on the word limit of PubMed Central 

(PMC), since most of the CORD-19 articles 

are sourced from PMC. 

Text summarization was done for data that 

are over 250 words, such as the original text 

from COVID-QA dataset, to use as much vari-

ous data as possible. 

For the QA system, a lightweight wrapper 

for the deep learning library ktrain [Maiya, 

2020], was used for loading the BERT-LARGE 

model, and build a QA model, that is based 

on an Open-Domain QA system. 

<Figure 2> Question Answering Model Fine-Tuning

<Table 1> Keywords Equivalent to COVID-19

Keywords of COVID-19

∙ Coronavirus

∙ Corona_virus

∙ Corona-virus

∙ Novel_Coronavirus

∙ 2019-nCov

∙ Novel-Coronavirus

∙ NovelCoronavirus

∙ 2019_nCov

∙ COVID-19

∙ SARS-CoV-2

∙ Covid19
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<Figure 3> Misinformation Detection and Rectification Model Utilization

<Figure 3> is the detection and rectification 

model utilization, first the data is put into 

the QA generation model, then the test ques-

tion is put into the BERT-LARGE QA model 

that generates the answer. After the process, 

the test answer generated from the QA split 

model and the BERT-generated answer are 

converted into vectors by BioBERT-embed-

ding library. These vectors are then compared 

with cosine similarity bringing out the value 

of 0 to 1, to determine whether the test answer 

is fake or not.

3.2 Model Implementation on Different Datasets

The model is implemented with 9 different 

conditions shown in <Table 2>. From two dif-

ferent types of QA model and three different 

datatypes

The dataset types are divided into three 

categories. The scientific dataset, SNS and 

news dataset, and the aggregation of both 

datasets. The scientific datasets are the pub-

lished articles and answers of the FAQs from 

WHO and CDC, the SNS and news datasets 

are mainly tweets and news that was con-

tained in CMU-MisCOV, CoAID.

Methodology Dataset Types

Closed Domain QA 

system

(base model)

Aggregated Data of Scientific, 

SNS and News

Scientific Data

SNS and News Data

Top BERT-LARGE 

answer with Open 

Domain QA system

Aggregated Data of Scientific, 

SNS and News

Scientific Data

SNS and News Data

Top Three 

BERT-LARGE 

answer with Open 

Domain QA system

Aggregated Data of Scientific, 

SNS and News

Scientific Data

SNS and News Data

<Table 2> Testing Conditions
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There are certain questions that cannot be 

answered by the QA model. In this case, the 

QA system generated answer is labeled as “No 

Response”. The evaluation of the model is done 

by excluding the “No Response” answers.

The Closed Domain QA system is the base 

model, that of finding the highest matching 

theme context and find the answer within the 

text.

Top BERT-LARGE answer is based on Open 

Domain QA system that generates the an-

swers by searching the highest semantic sim-

ilarity from the whole context.

Top Three BERT-LARGE answer QA 

system is similar to the explanation above, 

but finds the answer with top three high-

est semantic similarities, then determines 

the answer by choosing the majority by 

voting. 

There are three rules for determining 

whether it is true or misinformation for the 

top three answer condition, after calculating 

the cosine similarity between each three an-

swers and the test answer.

1. If the question has three or two answers 

with the same result, vote for the ma-

jority 

2. If the question has two answers with a 

tie, pick the top answer, since it has the 

highest semantic similarity between the 

context and the question

3. If the question has only one answer pick 

the top answer as the result

For example, if answer 1 and test data has 

similarity of 0.9, answer 2 and test data has 

0.8, answer 3 and test data has 0.4 and the 

threshold of determining the true or fake is 

0.7, then the true is 2 and fake is 1, meaning 

the test answer is true.

4. Results

4.1 Accuracy and F1 Score

As shown in <Table 3> the closed-domain 

QA system had at most 0.592 accuracy with 

0.362 F1-score, which was using the scientific 

datasets, and the lowest score with the SNS 

and News Datasets that had the accuracy of 

0.394 and F1-score of 0.257. In this case, the 

similarity thresholds were very high, which 

are 0.9, compared to other testing conditions.

Dataset 

Types

Similarity 

Threshold
F1 score Accuracy

Aggregated 

Data
> 0.9 0.351 0.564

Scientific 

Data
> 0.9 0.362 0.592

SNS and 

News Data
> 0.9 0.257 0.394

<Table 3> Closed-Domain QA System Results

<Table 4> shows the top Answer comparison 

between the BERT-LARGE QA system gen-

eration and the given test answer. There are 

questions that could not be answered, and the 

value with “Excluded” is the value with those 

unanswered questions removed. The highest 

score among all within the “Excluded” cat-

egory, the accuracy was 0.724 from the scien-

tific datasets with 0.793 similarity threshold, 

whereas the lowest was the SNS and News 

Dataset with 0.573 accuracy and 0.654 

f1-score with a similarity threshold of 0.740. 

Unlike the other two results table 5 in-

dicates dataset with the highest accuracy is 

the aggregated data of both scientific, SNS 

and News data. It has an accuracy of 0.760 

with F1 score of 0.758, the SNS and News data 

still got the lowest accuracy and F1 score of 

0.741, 0.733 respectively.
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Dataset 

Types

Similarity 

Threshold

No 

Response

F1 

score
Accuracy

Aggregat

ed Data
> 0.796

Included 0.715 0.722

Excluded 0.719 0.717

Scientific 

Data
> 0.793

Included 0.723 0.732

Excluded 0.728 0.724

SNS and 

News 

Data

> 0.740

Included 0.649 0.572

Excluded 0.654 0.573

<Table 4> Top Answer BERT-LARGE QA System Results

Dataset 

Types

Similarity 

Threshold

No 

Response

F1 

score
Accuracy

Aggregated 

Dataset
> 0.792

Included 0.753 0.764

Excluded 0.758 0.760

Scientific 

Data
> 0.792

Included 0.733 0.741

Excluded 0.738 0.734

SNS and 

News Data
> 0.791

Included 0.613 0.629

Excluded 0.620 0.632

<Table 5> Top Three Answer BERT-LARGE QA System Results

4.2 Analysis Of Correctly/Falsely Answered 

Questions

<Figure 4> and <Table 6> show the most fre-

quent words from correctly answered 

questions. According to <Figure 4> and <Table 

6>, cure, patients, vaccine, immune, and pre-

vent were the most frequent questions that 

the QA system answered correctly

<Figure 4> Wordcloud of Correctly Answered Questions

Most Frequent words Word count

Cure 20

Patients 12

Vaccine 8

Immune 6

Prevent 6

<Table 6> Frequency of Word from Correctly Answered Questions

<Figure 5> and <Table 7> show the frequent 

words of falsely answered questions, which 

were 5g, cure, medicine, hydrochloroquine 

(correctly hydroxychloroquine), towers.

<Figure 5> Wordcloud of Falsely Answered Questions

Most Frequent words Word count

5g 10

Cure 7

Medicine 4

Hydrochloroquine 3

towers 3

<Table 7> Frequency of Word from Falsely Answered Questions

From these results, the answers containing 

5g, medicine were not answered correctly. For 

the word “cure”, it appeared in both sides that 

74% of answering the questions.

5. Conclusion and Limitation

The research aims at detecting and rectify-

ing misinformation of COVID-19. Most of the 
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misinformation detection models are based on 

classification models, without correcting the 

false information, and the limitation of these 

models. First, it cannot indicate which part 

the wrong information is in the context, it may 

identify it as false, but it may not indicate 

which part is wrong. Secondly, there should 

be tremendous datasets that are labeled true 

or false to train the model. To solve these prob-

lems, the proposed model uses Question 

Answer system, Question Answer generator, 

text similarities and only true labeled data-

sets for training.

The goal of this study has been tested be-

tween 9 testing conditions. Comparison be-

tween closed-domain, and open-domain ques-

tion answer systems, scientific dataset and 

SNS, News dataset, and choosing the highest 

semantic similarity or the highest three can-

didate answers for voting.

The top accuracy among all testing con-

ditions was 76% that used aggregated dataset 

of scientific, SNS and news datasets for 

Open-domain question answering system 

with voting the top three candidate answers, 

outperforming the highest accuracy from 

closed-domain using scientific dataset by over 

16%. 

From the analysis of words the model has 

predicted the words including “patients”, 

“vaccine”, “immune”, “prevent”, on the other 

hand, questions including words like “5g”, 

“medicine”, “hydrochloroquine (hydroxychlor-

oquine)”, towers” were not predicted properly. 

For the word “cure”, it was in both sides with 

almost the most frequent words in the 

questions. The question including “cure” was 

predicted properly 20 times, whereas it was 

wrongly answered for 7 times showing 74% 

of correct answering rate.

There are several limitations that can im-

prove the result of this model. First of all, 

the scarcity of computing resource is one of 

the main problems. This led to using the text 

summarization to reduce the size of the data-

set, even abstract is an abbreviated essential 

information of the article, still it is not as pre-

cise as it compared to the full paper. If there 

were enough computing resources, it would 

have been able to use the full published ar-

ticles of COVID-19.

Secondly, unlike other fields of study, 

COVID-19 is a new subject that has only been 

around a year that lacks various dataset, such 

as formatted question and answer datasets 

that are verified to predict with high accuracy.

Thirdly, since this was a binary classi-

fication with one boundary of determining 

true or false, we do not know the degree of 

how much is true or how much is fake. If it 

was labeled in much precise standard, there 

could have been more possibility to improve 

the model.

Finally, creating a new word-embedding 

model specialized to COVID-19 would improve 

the model by having accurate vectors, that 

leads to more accurate text similarity calcu-

lation to determine true or false of the data.
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