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Abstract 

Digital media technology is gradually developing with the development of convergence quaternary industrial 
technology and mobile devices. The combination of deep learning and augmented reality can provide more 

convenient and lively services through the interaction of 3D virtual images with the real world. We combine deep 

learning-based pose prediction with augmented reality technology. We predict the eight vertices of the bounding 
box of the object in the image. Using the predicted eight vertices(x,y), eight vertices(x,y,z) of 3D mesh, and the 

intrinsic parameter of the smartphone camera, we compute the external parameters of the camera through the 

PnP algorithm. We calculate the distance to the object and the degree of rotation of the object using the external 

parameter and apply to AR content. Our method provides services in a web environment, making it highly 
accessible to users and easy to maintain the system. As we provide augmented reality services using consumers' 

smartphone cameras, we can apply them to various business fields. 
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1. INTRODUCTION  

The development of convergence quaternary industrial technology and mobile devices causes research on 

related technologies and the development of services using them. Augmented reality technology is one of the 

digital media technologies. The interaction between the real world and the 3D virtual image can maximize the 

experience of visual and auditory information[1]. With the commercialization of 5G, augmented reality-related 

technologies are expected to be used in more fields[2]. The combination of image recognition and augmented 

reality using deep learning delivers information more conveniently and vividly to users. The combination of 

CNN-based object recognition and augmented reality is already being used in various fields[3-5]. Various 

standard integrated platforms for the reality of expansion in mobile devices are being studied. In the process 

of implementing the app-based expansion reality, there were inconveniences due to differences in the 

development environment, and as a result, the need for a standard integrated platform to implement the 

expansion reality in the web environment emerged. W3C Group unveiled the WebXR Device API in 2018 and 
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is still actively developing it until recently. The WebXR Device API supports both virtual reality and 

augmented reality on the web and supports various related functions. It manages the selection of the output 

device and renders a 3D scene at an appropriate frame speed to the selected device[6].  

Our method combines pose prediction using deep learning and augmented reality technology. The system 

acquires an image from a screen viewed by the user. It transmits the acquired image to the server to predict the 

location and rotation of the object. The position of the predicted object determines the position of the AR. The 

predicted rotation rotates the AR model. It provides more vivid AR services to users by applying location and 

rotation in this way. 

Section 2 describes related research. Section 3 describes the flow chart and overall overview of the proposed 

system. Section 4 describes an example of combining object pose prediction and augmented reality by applying 

the proposed system. Section 5 describes the system summary and future research tasks. 

 

2. RELATED RESEARCH 

2.1  Object Pose Prediction 

 

We use object detection using deep learning in many fields. Many services already utilize object recognition 

and augmented reality using CNN in various fields[3-5]. The 2D boundary box predicted by object detection 

provides only the maximum and minimum values of X and Y. AR can also be provided with the information. 

However, by using a 6D pose including a rotation value of an object, the AR model can be rotated according 

to the degree of rotation of the object, thereby providing a more realistic augmented reality service[7]. With 

the advent of commercial depth cameras, many RGB-D object pose estimation methods have emerged. 

However, most mobile devices have not yet built-in depth cameras. There are many restrictions on mobile 

models to be applied to general-purpose services. We use a neural network capable of predicting 6D poses of 

objects using a single CNN-based RGB image [8]. It is based on YOLO and predicts the 2D position in which 

the edge of the object's 3D boundary box is projected from the RGB image. 6D poses are calculated through 

the PnP algorithm using 2D projection, camera intrinsic parameters, and 3D mesh[9]. 

 

2.2  WebXR Device API 

 

WebXR Device API is an API developed to provide extended reality(XR) services in a web browser[6, 10, 

11]. In general, accessibility is poor because in order to use extended reality on mobile devices, applications 

suitable for the operating system must be downloaded in advance. WebXR provides services through a web 

browser, so there is no need to download in advance. With the development of communication technology, 

AR contents with large capacity can also be serviced in real time. When providing an AR service using the 

WebXR Device API, camera rights are acquired and used in a web browser. WebXR Device API accesses 

immersive-session when providing AR services, and in this case, images for object detection cannot be 

obtained because camera rights are used independently. Therefore, before accessing the immersion session, 

we acquire an image for object detection and transmit it to the server. When detection is completed, AR 

services are provided by accessing the immersive-session. 

 

3. THE PROPOSED SYSTEM 

3.1  The Flow Chart of the Proposed System 

 

Figure 1 shows the flow chart of our method. The user accesses the web page providing the service. The 

image acquired by the user's camera is transmitted to the server using the websocket. The server preprocess 



Augmented Reality Service Based on Object Pose Prediction Using PnP Algorithm                                 297 

 

the received image to enter the prediction layer. When the preprocessed image passes through the prediction 

layer, the 2D position of the corner of the 3D boundary box expected in the image is predicted. The PnP 

algorithm is applied using the camera intrinsic parameters of the smartphone entered in advance, the 3D mesh 

model of the object, and the position of the predicted boundary box edge. PnP provides 2D coordinates 

projected for the rotation value, movement value, and 3D boundary box edge of the object at camera 

coordinates. The position of the AR is calculated using the coordinates and movement values of the projected 

boundary box of the object in the client. The rotation of the AR is calculated using the rotation value of the 

object. AR service whose position and rotation are determined is provided to the user. 

 

 

Figure 1. The flow chart of the proposed system 

3.2  System Module Design 

 

3.2.1 Client Module Design 

 

Figure 2 shows a module operated by a client when a user accesses a web page providing a service. It first 

checks whether the user's camera can be used. If the camera is available, it opens the camera after setting the 

camera to be used on the service page. It sets Three.js to render AR content and prepares AR content to be 

shown to the user in advance. When both the camera and AR content are prepared, it communicates with the 

server using a web socket. When the connection with the server is successful, it acquires an image using a user 

camera and transmits the image to the server. 

 

 

Figure 2. Running after access to the service page 
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Figure 3 shows the module operated by the client after pose prediction of the object is completed in the 

image transmitted to the server in Figure 2. It receives information about the predicted pose of the object from 

the server. Here, using the predicted coordinates of the box and the moving value of the camera, it calculates 

the location to provide the AR service, anchor. Among the received information, using the rotation value of 

the camera, it rotates the AR content. It provides AR content for which movement and rotation are determined 

to the user. 

 

 

Figure 3. Running after pose prediction in server 

3.2.2 Server Module Design 

 

Figure 4 shows a module that operates after the server is executed. It first reads the file constituting the 

prediction layer, the definition of the object to be detected, and the configuration file containing information 

from the camera. After reading the 3D mesh information consisting of coordinates in virtual space, it calculates 

the maximum and minimum values of each x, y, and z to obtain the coordinates of the corners of the truth box 

of the object. It calculates the camera matrix from the camera information. Finally, it preloads the prediction 

layer so that prediction can proceed as soon as the image is input. 

 

 

Figure 4. Running after server start 

Figure 5 shows a module that operates after receiving an image from a client. It preprocesses the received 

image before it passes through the prediction layer. When the preprocessed image passes through the prediction 

layer, it predicts the x and y values of the eight vertices and center points of the rectangular parallelepiped in 

the image. It performs a PnP algorithm operation using the previously acquired camera matrix, verities of 

seniors in virtual space, and eight predicted vertices. It acquires verities that project the verities of the seniors 

in 3D space onto the image using the external parameters of the camera acquired by the PnP algorithm. It 

transmits the projected vertices, translation values(𝑇𝑥, 𝑇𝑦 , 𝑇𝑧) and rotation values(𝑅𝑥, 𝑅𝑦 , 𝑅𝑧) calculated from 

the camera's external parameters to the client. 
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Figure 5. Running after receiving the image 

4. SYSTEM APPLICATION 

Figure 6 shows the application of our method. We use Samsung Galaxy Note20 5G (SM-N981N) as a client. 

We use Android 11 as an operating system. We use Chrome 93.0.4577.62 version as a web browser. We use 

computers with Windows 10, NVIDIA GeForce GTX 1650, and 16GB of RAM as servers. To provide a 

service, we first receive an image and run a server to predict. The server converts the pre-input camera intrinsic 

parameters into a matrix, loads the prediction layer, and prepares a connection through the web socket (in(a)). 

When the user accesses the service page after the server is executed, an image is acquired using a camera. The 

acquired image is transmitted to the server through the web socket (in(b)). The image received from the server 

is preprocessed and then predicted. As a result of the prediction, it provides the verities of the box, the camera 

translation value, and the rotation value, and transmits these values to the client (in(c)). Using the values 

received from the client, the anchor and rotation of the AR are calculated and shown to the user (in(d)). 

 

 

Figure 6. Application of the proposed system 
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5. CONCLUSION 

We propose an augmented reality service system using pose prediction of objects and WebXR Device API 

in a mobile web environment. Since the proposed system takes place in a mobile web environment, it is easy 

to maintain and repair the system. Since the deep learning prediction operation is performed on the server, the 

burden on the client is low. Also, we only use images made up of RGB. Since a sensor for acquiring depth 

information such as ToF is not required, the influence of the smartphone model is small. However, it is not 

possible to obtain camera intrinsic parameters for using the PnP algorithm on the web. Therefore, the service 

provider needs to input camera-specific variables according to the model in advance. Since the WebXR Device 

API used in the proposed system exclusively uses camera rights, there is a problem that object detection and 

augmented reality services cannot be provided simultaneously in one session. If it is upgraded to allow 

extraction of screen frames using camera privileges in the immersive-ar mode in the future, it is possible to 

detect objects in one session, so more convenient services can be provided. 
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