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Lp SOBOLEV MAPPING PROPERTIES OF THE BERGMAN

PROJECTIONS ON n-DIMENSIONAL GENERALIZED

HARTOGS TRIANGLES

Shuo Zhang

Abstract. The n-dimensional generalized Hartogs triangles Hn
p with

n ≥ 2 and p := (p1, . . . , pn) ∈ (R+)n are the domains defined by

Hn
p := {z = (z1, . . . , zn) ∈ Cn : |z1|p1 < · · · < |zn|pn < 1}.

In this paper, we study the Lp Sobolev mapping properties for the
Bergman projections on the n-dimensional generalized Hartogs triangles

Hn
p, which can be viewed as a continuation of the work by S. Zhang in

[25] and a higher-dimensional generalization of the work by L. D. Edholm
and J. D. McNeal in [16].

1. Introduction

Let Ω be a bounded domain in Cn. As usual, for p > 0, the space Lp(Ω)
consists of all Lebesgue measurable functions f on Ω such that

‖f‖p :=

(∫
Ω

|f(z)|pdV (z)

) 1
p

<∞,

where V denotes the Lebesgue measure. The Bergman space Ap(Ω) consists
of holomorphic functions f in Lp(Ω). In complex analysis, the most important
orthogonal projection is the Bergman projection of L2(Ω) onto A2(Ω). The
Bergman projection B is an integral operator of the form

(1) BΩf(z) =

∫
Ω

BΩ(z, w)f(w)dV (w), f ∈ L2(Ω),

where BΩ : Ω×Ω→ C is the Bergman kernel of Ω. It should be remarked that
when the integral in (1) converges, it is taken as the definition of BΩf , even
if f /∈ L2(Ω). If {φα} is an orthonormal basis for the Bergman space A2(Ω),
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then the Bergman kernel has the following formula:

(2) BΩ(z, w) =
∑
α

φα(z)φα(w).

We refer the readers to [17, Section 1.1] for more on this topic.
It is of interest to study the mapping properties for the Bergman projections

of various domains on the associated Lp Sobolev spaces. We recall that for any
given bounded domain Ω ⊂ Cn, the Lp Sobolev space of order k with 1 < p <∞
and k ∈ N is the function space defined by

(3) Lpk(Ω) :=

{
f ∈ L1

loc(Ω) : ‖f‖p,k :=

(∫
Ω

∑
|α|≤k

|Dα
z,z(f)|pdV (z)

) 1
p

<∞
}
,

where the summation is running over all the multi-indices α = (α1, . . . , α2n)

with |α| := α1 + · · · + α2n ≤ k, and Dα
z,z := ∂|α|

∂z
α1
1 ∂z

α2
1 ···∂z

α2n−1
n ∂z

α2n
n

. The

derivatives in (3) should be interpreted in the distributional sense. ‖ · ‖p,k
defined in (3) is said to be the associated Sobolev norm. It is clear that the Lp

Sobolev spaces of order k reduce to the ordinary Lp spaces when k = 0, i.e.,
Lp0(Ω) = Lp(Ω). There are many papers concerning the mapping properties
for the Bergman projections on Lp Sobolev spaces in different settings. For
many classes of pseudoconvex domains, various authors have shown that the
Bergman projection is bounded on Lp Sobolev spaces for all 1 < p < ∞ and
k ∈ Z+. See [7, 18–21, 23], for instance. Some regularity results on L2 Sobolev
spaces was shown in [5, 6]. For some Lpk-irregular results, we refer the readers
to [1, 3, 4] and reference therein for more information.

Recently, the Lp and Lp Sobolev mapping properties of the Bergman pro-
jections of the various kinds of generalized Hartogs triangles have been inves-
tigated by many authors (see e.g. [2, 10, 11, 13–15, 24–26]). In [12], L. Chen
studied the weighted Sovolev regularity of the Bergman projection on the clas-
sical Hartogs triangle and a class of its n-dimensional generalizations. Later
in [16], L. D. Edholm and J. D. McNeal investigated the Lp Sobolev mapping
properties of the Bergman projection on the power-generalized Hartogs triangle
Hγ defined by

Hγ := {z = (z1, z2) ∈ C2 : |z1|γ < |z2| < 1}, γ ∈ R+.

They obtained that the Bergman projection BHγ is bounded on Lp Sobolev

space Lpk(Hγ) if and only if γ = 1, k = 1 and p ∈ ( 4
3 , 2). Inspired by their

works, it is reasonable and interesting to investigate the Lp Sobolev mapping
properties of the Bergman projection over n-dimensional generalized Hartogs
triangles

Hnp := {z = (z1, . . . , zn) ∈ Cn : |z1|p1 < · · · < |zn|pn < 1},

p := (p1, . . . , pn) ∈ (R+)n, n ≥ 2,
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which can be viewed as a natural generalization of Hγ to dimension n. In [25],
the author explicitly calculated the Bergman kernel of Hnp with p ∈ (Z+)n and
obtained an optimal estimate for it, then he used the estimate to study the
Lp mapping properties for the associated Bergman projection BHnp . Thanks to

the results obtained in [25], in this paper we study the Lp Sobolev mapping
properties for the Bergman projection of Hnp. Our strategy combine the meth-
ods of [12], [16], [25] and some new ingredients. For convenience, we denote
Bp := BHnp and Bp := BHnp .

For any Hnp with p = (p1, . . . , pn) ∈ (Z+)n, we set k1, . . . , kn ∈ Z+ satisfying
k1p1 = · · · = knpn. We denote Dn := gcd(k1, . . . , kn). Our first main result is
the following theorem concerning the differentiated Bergman projections, which
is a key tool in studying the Lp Sobolev mapping properties of the Bergman
projection Bp.

Theorem 1.1. For r = 1, . . . , n and p = (p1, . . . , pn) ∈ (Z+)n, it holds that the
differentiated Bergman projections ∂

∂zr
◦Bp maps Lp1(Hnp) −→ Lp(Hnp) bound-

edly for

p ∈
( 2

n∑
i=1

kj

n∑
i=1

kj +Dn + kr

,

2
n∑
i=1

kj

n∑
i=1

kj −Dn + kr

)
,

where Dn = gcd(k1, . . . , kn).

Remark. (a) When n = 2 and p1 = 1, Theorem 1.1 reduces to the known
result obtained by L. D. Edholm and J. D. McNeal in [16, Theorem 4.4] for
2-dimensional generalized Hartogs triangle H1/n := {z = (z1, z2) ∈ C2 : |z1| <
|z2|n < 1}.

(b) Our proof of Theorem 1.1 employs the technique used in [12], [16] and
[25]. A key step in the proof of Theorem 1.1 is to obtain an optimal estimate

for a kind of “modified” Bergman kernel B̃p (see (10)). It is worth noting that
in the setting of 2-dimensional generalized Hartogs triangle H1/n considered in
[16, Theorem 4.16], the Bergman kernel of H1/n can be explicitly written in a
simple form and thus the optimal estimate of it is easy to get. However, in our
case of the general n-dimensional setting, the Bergman kernel Bp is of a much
more complicated form(see Lemma 2.5) and so does the “modified” Bergman

kernel B̃p. Therefore, we need to apply the techniques used in [25] to obtain
an optimal estimate for it.

As a directly consequence of Theorem 1.1, we obtain the Lp Sobolev bound-
edness result for the Bergman projection of Hnp as follows, which can be viewed
as a complement of the results obtained by S. Zhang in [25] and also a gen-
eralization of the results by L. D. Edholm and J. D. McNeal in [16] to the
n-dimensional setting.
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Theorem 1.2. Let n ≥ 2 and p = (p1, . . . , pn) ∈ (R+)n. The Bergman
projection associated to the n-dimensional generalized Hartogs triangle Hnp is

bounded on Lpk(Hnp) with some 1 ≤ p < ∞ and k ≥ 1 if and only if k = 1,

p = c · 1 := (c, . . . , c) (c ∈ R is a positive constant) and p ∈ ( 2n
n+1 , 2).

Our last main result is about a substitute operator on n-dimensional gen-
eralized Hartogs triangle Hn1 , which is related to the Bergman projection B1.
Moreover, it is expected to have better Lp Sobolev mapping behavior than B1

itself. This substitute operator is so called the L∞ sub-Bergman projection.
We recall that the L∞ sub-Bergman kernel on Hn1 is defined by

(4) B∞1 (z, w) :=
∑

α∈A∞(Hn1 )

zαwα

‖zα‖22
, (z, w) ∈ Hn1 ×Hn1 ,

where A∞(Hn1) is the set defined as follows:

A∞(Hn1) :=

{
α = (α1, . . . , αn) ∈ Zn :

j∑
i=1

αi ≥ 0, j = 1, . . . , n

}
.

Since A∞(Hn1) ⊂ A2(Hn1) (see Lemma 2.2), we know that the series in (4) is
only part of the series that defines the ordinary Bergman kernel in (2), which
follows that the series in (4) converges for all (z, w) ∈ Hn1 × Hn1 . The L∞

sub-Bergman projection B∞1 on Hn1 is the integral operator defined by

B∞1 f(z) :=

∫
Hn1
B∞1 (z, w)f(w)dV (w),

whenever the integral converges. The notions of L∞ sub-Bergman kernel and
projection were first introduced by D. Chakrabarti, L. D. Edholm and J. D.
McNeal in [9] to study the duality properties for the Bergman spaces of some
domains in Cn. In [16], the authors studied the Lp Sobolev mapping properties
of the L∞ sub-Bergman projections on power-generalized Hartogs triangles H2

1

and they showed that the associated L∞ sub-Bergman projections are more
regular than the ordinary Bergman projection on Lp Sobolev spaces. Our third
main result is stated as follows, which generalizes the Lp Sobolev boundedness
results for the L∞ sub-Bergman projection on H2

1 in [16, Corollaries 5.8–5.10]
to the n-dimensional setting.

Theorem 1.3. The L∞ sub-Bergman projection B∞1 associated to the domain
Hn1 maps Lpk(Hn1 ) to itself for all p ∈ (1, 2n

k ) and k = 1, 2, 3.

Remark. In Theorem 1.3 we obtained the Lp boundedness results for the L∞

sub-Bergman projection B∞1 only on Lp Sobolev spaces of order k = 1, 2 and
3. The reason why the cases of k ≥ 4 is lost is that when k ≥ 4 we cannot
use Lemma 2.7, a crucial lemma of obtaining the boundedness ranges for a
specific type of operators, to study the mapping properties for the differentiated

operators ∂k

∂zk1
◦ B∞1 , which is a key ingredient in the proof. However, by

comparing Theorem 1.3 and Theorem 1.2, it is enough for us to see that the
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L∞ sub-Bergman projection B∞1 has better Lp Sobolev mapping behavior than
the ordinary Bergman projection B1.

In Section 2, we review some known facts and establish several technical
lemmas for our later use. Section 3 is devoted to the proofs of Theorem 1.1
and Theorem 1.2. In Section 4, we give a proof of Theorem 1.3. Throughout the
paper, for given functions of several variables a(z) and b(z), we use a(z) . b(z)
to denote that a(z) ≤ Cb(z) for a constant C, and we write a(z) ≈ b(z) if both
a(z) . b(z) and b(z) . a(z) hold.

2. Preliminaries

We define the vector field

Tw := w̄
∂

∂w̄
− w ∂

∂w
.

The operator Tw is useful in studying the Sobolev regularity and irregularity for
Bergman projections. See [8,12,16], for instance. One of the crucial properties
of Tw is that for any disc and annulus with centered at the origin with defining
function ρ, we have that Twρ = 0 along their boundaries. In order to make use
of integration by parts, we need the following lemma.

Lemma 2.1 (See [16]). Let Ω ⊂ C be either a disc or an annulus centered at
the origin. Then if f , g ∈ L1

1(Ω) ∩ C(Ω),∫
Ω

Twf · gdV = −
∫

Ω

f · TwgdV.

As a generalization of [25, Lemma 4.1], we have the following lemma, which

tells us when the holomorphic monomials zβ := zβ1

1 · · · zβnn are in Lp(Hnp) and
the Lp norm of them.

Lemma 2.2. For n ≥ 2, p = (p1, . . . , pn) ∈ (Z+)n and p ∈ (1,∞), we denote

Ap(Hnp) :=

{
α = (α1, . . . , αn) ∈ Zn : α1 ≥ 0,

j∑
i=1

αiki ≥
[
− 2

p

j∑
i=1

ki +Dj

]
, j = 2, . . . , n

}
,

where Dj = gcd(k1, . . . , kj) for j = 2, . . . , n. Let β = (β1, . . . , βn) ∈ Zn,

then the holomorphic monomial zβ := zβ1

1 · · · zβnn ∈ Lp(Hnp) if and only if β ∈
Ap(Hnp). Moreover, for holomorphic monomials zβ ∈ Lp(Hnp) with β ∈ Ap(Hnp),
we have that

‖zβ‖pp =
(2π)n

n∏
j=1

Rj(β; p)
,
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where ‖ · ‖p denotes the Lp-norm and Rj(β; p) is defined by

Rj(β; p) =


pβ1 + 2, j = 1;
j−1∑
i=1

ki
ki+1

(pβi + 2) + (pβj + 2), 2 ≤ j ≤ n.

Proof. From the definition of Hnp we know that z1 may equal to 0 for z =

(z1, . . . , zn) ∈ Hnp. Therefore we have β1 ≥ 0 if zβ := zβ1

1 · · · zβnn ∈ Lp(Hnp). We

assume that zβ ∈ Lp(Hnp) and consider the integral
∫
Hnp
|zβ |pdV (z). Using the

transformation ξ1 = zp11 , . . . , ξn = zpnn , we obtain that∫
Hnp
|zβ |pdV (z) ≈

∫
Hn1

n∏
j=1

|ξj |bjdV (ξ),

where bj :=
2(1−pj)+pβj

pj
for j = 1, . . . , n and Hn1 is the domain defined by

Hn1 := {(z1, . . . , zn) ∈ Cn : |z1| < · · · < |zn| < 1}.

It is easy for one to check that under the biholomorphic mapping

η = F (ξ) :=

(
ξ1
ξ2
,
ξ2
ξ3
, . . . ,

ξn−1

ξn

)
,

the domain Hn1 is biholomorphic to the product domain D × (D∗)n−1, where
D and D∗ denote the unit disc and the punctured unit disc in C, respectively.
Therefore, we have that∫

Hnp
|zβ |pdV (z) ≈

∫
D
|η1|B1dV (η1) ·

n∏
j=2

∫
D∗
|ηj |Bj+2(j−1)dV (ηj),(5)

where Bj :=
∑j
i=1 bi, j = 1, . . . , n. Then it follows that

∫
Hnp
|zβ |pdV (z) <∞ if

and only if Bj + 2(j − 1) > −2 for j = 2, . . . , n, which are equivalent to

j∑
i=1

(βip+ 2)ki > 0, j = 2, . . . , n.

Note that βiki
Dj
∈ Z for j = 2, . . . , n and i = 1, . . . , j, then it is easy for one to

check that
j∑
i=1

(βip+ 2)ki > 0⇐⇒
j∑
i=1

βiki
Dj

> −2

p

j∑
i=1

ki
Dj

⇐⇒
j∑
i=1

βiki
Dj
≥
[
− 2

p

j∑
i=1

ki
Dj

+ 1

]

⇐⇒
j∑
i=1

βiki ≥
[
− 2

p

j∑
i=1

ki +Dj

]
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for each j = 2, . . . , n. This proves the first part of the lemma. The second part
of the lemma follows directly from (5) and some simple calculations. The proof
is complete. �

Denote 1 := (1, . . . , 1) and c · 1 := (c, . . . , c), where c > 0 is a real constant.
From the definition of Hnp, it is easily seen that the domain Hnc·1 coincides
with Hn1 for any c > 0. Therefore, in the following context, we identify the
multi-indices 1 with c · 1 for simplicity and convenience.

As a direct application of Lemma 2.2, the irregularity results for the Bergman
projection Bp on Lp Sobolev spaces are investigated in the following two lem-
mas:

Lemma 2.3. Let p ∈ (1,∞). If p 6= 1 = (1, . . . , 1), then Bp, the Bergman
projection of Hnp, fails to map Lpk(Hnp)→ Lpk(Hnp) for any k ∈ Z+.

Proof. Firstly we note that by repeating the same argument as in [15, Theorem
1.2], it follows easily that the Bergman projection is bounded on Lp(Hnp) if and

only if p = 2 when the reals numbers p1
p2
, p2p3 , . . . ,

pn−1

pn
are not all rational

numbers. From this and the same method used in [16, Corollary 3.5], we can
obtain that if p1p2 ,

p2
p3
, . . . , pn−1

pn
are not all rational numbers then Bp cannot map

Lpk(Hnp) to itself for any p ∈ (1,∞) and k ∈ Z+. Therefore, we may assume

that p = (p1, . . . , pn) ∈ (Z+)n.
Now we divide the rest of the proof into two steps.

Step 1. We first prove that if p /∈ Ip :=

(
2
∑n
i=1 ki∑n

i=1 ki+Dn
,

2
∑n
i=1 ki∑n

i=1 ki−Dn

)
:=

(ap, bp), then the Bergman projection Bp fails to map Lpk(Hnp) to itself. Indeed,
from the proof of [25, Proposition 4.2] we know that there exists a function

f(w) := wβ1

1 w−β2

2 · · ·w−βnn with β1 ≥ 0, β2, . . . , βn < 0 and
∑n
i=1(βi + 1)ki =

Dn which satisfies

Bpf(w) = g(w) := wβ = wβ1

1 · · ·wβnn .

It is obvious that f ∈ C∞(Hnp), therefore we have that f ∈ Lpk(Hnp) for any
1 < p < ∞ and k ∈ N. If p /∈ (ap, bp), then by Lemma 2.2 we know that
g /∈ Lp(Hnp), which follows that g /∈ Lpk(Hnp) for any k ∈ N. This means that

Bp fails to map Lpk(Hnp) to itself.
Step 2. We prove that if p 6= 1 = (1, . . . , 1), then Bp fails to map

Lpk(Hnp) to itself for any p ∈ (1,∞) and k ∈ Z+. It is obvious that ∂g
∂wj

=

βjw
β1

1 · · ·w
βj−1
j · · ·wβnn for j = 1, . . . , n. We claim that ∂g

∂wj
(j = 1, . . . , n) can

not be all in Lap(Hnp). If not, that is, ∂g
∂wj
∈ Lap(Hnp) holds for all j = 1, . . . , n,

then by Lemma 2.2 we have that

(6)

n∑
i=1

βiki − kj ≥
[
− 2

ap

n∑
i=1

ki +Dn

]
, j = 1, . . . , n.
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Note that β1, . . . , βn satisfy
∑n
i=1(βi+1)ki = Dn. Then by a direct calculation

we know that (6) is equivalent to kj ≤ Dn for all j = 1, . . . , n. Since Dn =
gcd(k1, . . . , kn), we can conclude k1 = · · · = kn = Dn, which means that
p = 1 = (1, . . . , 1). This contradicts to the assumption that p 6= 1. Thus we

can suppose that ∂g
∂wj0

/∈ Lap(Hnp) for some j0 ∈ N and 1 ≤ j0 ≤ n. From

this we know that ∂g
∂wj0

/∈ Lp(Hnp) for any p ∈ Ip, which follows directly that

g /∈ Lpk(Hnp) for any p ∈ Ip and k ∈ Z+. Since g = Bp(f) and f ∈ C∞(Hnp), by

Step 1 we know that Bp fails to map Lpk(Hnp) to itself for any p ∈ (1,∞) and

k ∈ Z+ if p 6= 1 = (1, . . . , 1). The proof is complete. �

Lemma 2.4. For Hn1, we have that B1 fails to map Lpk(Hn1 ) to itself for any
k ≥ 2 and k ∈ N.

Proof. Consider two order derivatives of g

∂2g

∂ws∂wt
= βsβtw

β1

1 · · ·wβs−1
s · · ·wβt−1

t · · ·wβnn ,

where 1 ≤ s, t ≤ n, β1, . . . , βn ∈ Z satisfy that β1 ≥ 0, β2, . . . , βn < 0 and∑n
i=1(βi + 1)ki = Dn. We claim that for any positive numbers 1 ≤ s, t ≤ n,
∂2g

∂ws∂wt
/∈ La1(Hn1). If not, we assume that ∂2g

∂ws∂wt
∈ La1(Hn1) for some positive

numbers 1 ≤ s, t ≤ n. By Lemma 2.2 we know that
∑n
i=1 βiki − ks − kt ≥

−
∑n
i=1 ki. By combining this with

∑n
i=1(βi + 1)ki = Dn, we obtain that

ks + kt ≤ Dn, which is contradicted to Dn = gcd(k1, . . . , kn). Thus we obtain

that ∂2g
∂ws∂wt

/∈ La1(Hn1) for any s, t ∈ N and 1 ≤ s, t ≤ n, which leads that

g /∈ Lpk(Hn1) for any k ≥ 2 and p ∈ Ip = (ap, bp). Therefore, from the proof of
Step 1 of Lemma 2.3, we know that B1 fails to map Lpk(Hnp) to itself for any
k ≥ 2 and k ∈ N. The proof is complete. �

It is well known that the Bergman kernel functions play a critical role in
studying the mapping properties for the Bergman projections. For the n-
dimensional generalized Hartogs triangles Hnp with p ∈ (Z+)n, J.-D. Park in
[22] showed that the Bergman kernel of Hnp can be represented in a rational
form. Later in [25], S. Zhang explicitly calculated the Bergman kernel of Hnp
as follows, which is an important tool in our proofs of the main results.

Lemma 2.5 (See [25, Theorem 3.1]). Let n ≥ 2 and denote mj,j+1 := lcm(kj ,

kj+1) for j = 1, . . . , n − 1 and mn,n+1 := kn. We also denote k
(j)
j :=

kj
dj,j+1

and k
(j)
j+1 :=

kj+1

dj,j+1
for j = 1, . . . , n − 1, where dj,j+1 := gcd(kj , kj+1) for

j = 1, . . . , n− 1 and dn,n+1 := kn. Then

(7) Bp(z, w) =

N1∑
α1=0

· · ·
Nn∑
αn=0

ν(P1) · · · ν(Pn)rα1
1 · · · rαnn

πnK · (1− rn)2
n−1∏
j=1

(
r
k
(j)
j+1

j − rk
(j)
j

j+1

)2 ,
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where rj := zjwj, j = 1, . . . , n, K := k1 · · · kn,

N1 :=

[
2m1,2 − 1− k1

k1

]
, Nl :=

[
2ml−1,l + 2ml,l+1 − kl − 2

kl

]
, l = 2, . . . , n

and P1, . . . , Pn are defined by

P1 := 2m1,2 − k1 + 1− k1α1, Pl := 2ml,l+1 − kl − klαl + Pl−1, l = 2, . . . , n.

The functions ν(Pl)(l = 1, . . . , n) in (7) are defined by

ν(Pl) :=

 Pl − 1, 2 6 Pl 6 ml,l+1 + 1,
2ml,l+1 − Pl + 1, ml,l+1 + 1 < Pl 6 2ml,l+1,
0, Pl < 2 or Pl > 2ml,l+1.

Now we need to define a class of integral operators on Hnp with p ∈ (Z+)n,
which contains the Bergman projections on Hnp and the differentiated Bergman
projections.

Definition. Let T be an integral operator over Hnp with kernel k(z, w), that
is,

Tf(z) =

∫
Hnp
k(z, w)f(w)dV (w), z ∈ Hnp.

If there exist real numbers a2, . . . , an and b2, . . . , bn such that

|k(z, w)| .

n∏
j=2

|zj |aj |wj |bj

n−1∏
j=1

∣∣(zj+1wj+1)k
(j)
j − (zjwj)

k
(j)
j+1

∣∣2|1− znwn|2
holds for any (z, w) ∈ Hnp×Hnp, then we say that T is an integral operator over
Hnp of general type-(a2, . . . , an; b2, . . . , bn).

A comparison between the above definition and [25, Definition 2.1] shows
that the class of integral operators defined as above is more general than that
defined in [25, Definition 2.1], which required aj = bj for j = 2, . . . , n.

The following lemma gives an optimal estimate for the Bergman kernels Bp

for Hnp and determines the general type of the associated Bergman projections.

Lemma 2.6 (See [25, Proposition 3.2]). Let Dj := gcd(k1, . . . , kj) and Aj :=
2mj−1,j

kj
− 1− Dj−1

kj
+

Dj
kj

for j = 2, . . . , n. Then we have the following estimate

for the Bergman kernel Bp:

|Bp(z, w)| .

n∏
j=2

|rj |Aj

|1− rn|2
n−1∏
j=1

|rk
(j)
j+1

j − rk
(j)
j

j+1|2
, (z, w) ∈ Hnp ×Hnp.

That is, the Bergman projection of Hnp is an integral operator over Hnp of general
type-(A2, . . . , An;A2, . . . , An).
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The Lp boundedness ranges for the class of integral operators defined in Def-
inition 2 are determined in the following lemma, which extends [25, Proposition
2.4] to a wider class of integral operators.

Lemma 2.7. Let T be an integral operator over Hnp of general type-(a2, . . . , an;
b2, . . . , bn) with real numbers aj and bj (j = 2, . . . , n) satisfying the following
conditions:

(i) aj ≤ 2k
(j−1)
j−1 , j = 2, . . . , n;

(ii) bj > 2k
(j−1)
j−1 − 1− Dj−1

kj
, j = 2, . . . , n;

(iii) aj + bj > 2

(
2k

(j−1)
j−1 − 1− Dj−1

kj

)
, j = 2, . . . , n,

where Dj = gcd(k1, . . . , kj) for j = 1, . . . , n. Let p ∈ (1,∞) and denote
mj−1,j := lcm(kj−1, kj) for j = 2, . . . , n. Then T is bounded on Lp(Hnp) if
p satisfies

2
n∑
j=1

kj

2
n∑
j=1

kj − 2
n∑
j=2

mj−1,j +
n∑
j=2

kjbj

< p <

2
n∑
j=1

kj

2
n∑
j=2

mj−1,j −
n∑
j=2

kjaj

whenever

2

n∑
j=1

kj − 2

n∑
j=2

mj−1,j +

n∑
j=2

kjbj > 2

n∑
j=2

mj−1,j −
n∑
j=2

kjaj .

and
n∑
j=2

kjaj > 2

n∑
j=2

mj−1,j − 2

n∑
j=1

kj .

Proof. The proof of the lemma is nearly the same as that in [25, Proposition
2.4]. We omit it here. �

3. Proof of Theorems 1.1 and 1.2

Proof of Theorem 1.1. We divide the proof into two cases.
Case 1. 2 ≤ r ≤ n. Let f ∈ Lp1(Hnp), where 1 < p < ∞ and p =

(p1, . . . , pn) ∈ (Z+)n. For any 2 ≤ r ≤ n and r ∈ N, we define the sets
Er,j(j = 1, . . . , n) as follows:

Er,j :=


{w1 ∈ C : |w1| < |wr+1|

pr+1
p1 }, j = 1;

{wj ∈ C : |wj−1|
pj−1
pj < |wj | < |wj+1|

pj+1
pj }, j = 2, . . . , r;

{wj ∈ C : 0 < |wj | < |wj+1|
pj+1
pj }, j = r + 1, . . . , n,
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where wn+1 := 1. It is easy for one to see that the holomorphic derivatives of
the Bergman kernel Bp(z, w) can be transferred to anti-holomorphic derivatives
as follows:

∂

∂zr
Bp(z, w) =

wr
zr
· ∂

∂wr
Bp(z, w).

Then for any 2 ≤ r ≤ n and r ∈ N, we have that

∂

∂zr
◦Bpf(z)

=
∂

∂zr

∫
Hnp
Bp(z, w)f(w)dV (w)

=

∫
Hnp

∂

∂zr
Bp(z, w)f(w)dV (w)

=
1

zr

∫
Hnp
wr

∂

∂wr
(Bp(z, w))f(w)dV (w)

=
1

zr

∫
Hnp
Twr (Bp(z, w))f(w)dV (w)

=
1

zr

∫
Er,n

∫
Er,n−1

· · ·
∫
Er,r+1

∫
Er,1

∫
Er,2

· · ·
∫
Er,r

Twr (Bp(z, w))

× f(w)dV (wr) · · · dV (w2)dV (w1)dV (wr+1) · · · dV (wn−1)dV (wn)

= − 1

zr

∫
Er,n

∫
Er,n−1

· · ·
∫
Er,r+1

∫
Er,1

∫
Er,2

· · ·
∫
Er,r

Bp(z, w)

× Twrf(w)dV (wr) · · · dV (w2)dV (w1)dV (wr+1) · · · dV (wn−1)dV (wn)

= − 1

zr

∫
Hnp
Bp(z, w)Twrf(w)dV (w)

=

∫
Hnp

wr
zr
Bp(z, w)

∂f

∂wr
(w)dV (w)−

∫
Hnp

wr
zr
Bp(z, w)

∂f

∂wr
(w)dV (w),(8)

where Lemma 2.1 can be applied since Er,r is an annulus centered at the origin.

The derivatives ∂f
∂wr

and ∂f
∂wr

should be interpreted distributionally. By Lemma

2.6, we know that wr
zr
Bp(z, w) satisfies the following estimate:∣∣∣∣wrzr Bp(z, w)

∣∣∣∣ . |z2|A2 · · · |zr|Ar−1 · · · |zn|An |w2|A2 · · · |wr|Ar+1 · · · |wn|An

|1− rn|2
n−1∏
j=1

∣∣rk(j)j+1

j − rk
(j)
j

j+1

∣∣2 ,

where Aj :=
2mj−1,j

kj
− 1 − Dj−1

kj
+

Dj
kj

for j = 2, . . . , n. From this and Defini-

tion 2, we can conclude that the integral operators with kernel wr
zr
Bp(z, w) or

wr
zr
Bp(z, w) are of general type-(A2, . . . , Ar−1, . . . , An;A2, . . . , Ar+1, . . . , An),

from which and Lemma 2.7 we can know that they are bounded on Lp(Hnp) if p ∈
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(
2
n∑
i=1

kj

n∑
i=1

kj+Dn+kr

,
2
n∑
i=1

kj

n∑
i=1

kj−Dn+kr

)
. Since f ∈ Lp1(Hnp), it follows that ∂f

∂wr
, ∂f
∂wr
∈

Lp(Hnp). From the above analysis and (8) we obtain that∥∥∥∥ ∂

∂zr
◦Bp(f)

∥∥∥∥
p

≤
∥∥∥∥∫

Hnp

wr
zr
Bp(z, w)

∂f

∂wr
(w)dV (w)

∥∥∥∥
p

+

∥∥∥∥∫
Hnp

wr
zr
Bp(z, w)

∂f

∂wr
(w)dV (w)

∥∥∥∥
p

.

∥∥∥∥ ∂f∂wr
∥∥∥∥
p

+

∥∥∥∥ ∂f∂wr
∥∥∥∥
p

≤ ‖f‖1,p

holds for all p ∈
(

2
n∑
i=1

kj

n∑
i=1

kj+Dn+kr

,
2
n∑
i=1

kj

n∑
i=1

kj−Dn+kr

)
, which means that ∂

∂zr
◦ Bp

maps Lp1(Hnp) −→ Lp(Hnp) boundedly for all p ∈
(

2
n∑
i=1

kj

n∑
i=1

kj+Dn+kr

,
2
n∑
i=1

kj

n∑
i=1

kj−Dn+kr

)
and r = 2, . . . , n.

Case 2. r = 1. In this case, firstly we need to do some tricky things with
the kernel of ∂

∂z1
◦Bp. Then the key step of the proof is to obtain an optimal

estimate for the newly defined kernel.
As in Case 1, for any f ∈ Lp1(Hnp) with p ∈ (1,∞), we have that

∂

∂z1
◦Bpf(z) =

1

z1

∫
E1,n

· · ·
∫
E1,1

Tw1(Bp(z, w))f(w)dV (w1) · · · dV (wn).(9)

Denote the “modified” kernel B̃p(z, w) by

(10) B̃p(z, w) := Bp(z, w)−
∑

α∈A2(Hnp),α1=0

zαwα

C2
α

, (z, w) ∈ Hnp ×Hnp,

where A2(Hnp) is defined in Lemma 6 and Cα := ‖zα‖2.
Now we need the following claim, which concerns the estimate for the new

kernel B̃p(z, w).

Claim. The integral operator on Hnp with kernel w1

z1
B̃p(z, w) is of general

type-(A2 − k1
k2
, A3, . . . , An;A2 + k1

k2
, A3, . . . , An).

Proof of Claim. Indeed, from Lemma 2.5, we know that

∑
α∈A2(Hnp),α1=0

zαwα

C2
α

=

∑
α∈G,α1=0

ν(P1) · · · ν(Pn)rα1
1 · · · rαnn

πnK · r2k
(1)
1

2 (1− rn)2
n−1∏
j=2

(
r
k
(j)
j+1

j − rk
(j)
j

j+1

)2
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:=

∑
α∈G,α1=0

C(α)rα

πnK · r2k
(1)
1

2 (1− rn)2
n−1∏
j=2

(
r
k
(j)
j+1

j − rk
(j)
j

j+1

)2 ,
where C(α) := ν(P1) · · · ν(Pn), rα := rα1

1 · · · rαnn and G := {α = (α1, . . . , αn) ∈
(Z+)n : 0 ≤ αi ≤ Ni, i = 1, . . . , n}. Then it follows that

B̃p(z, w) = Bp(z, w)−
∑

α∈A2(Hnp),α1=0

zαwα

C2
α

=

∑
α∈G

C(α)rα

πnK · (1− rn)2
n−1∏
j=1

(
r
k
(j)
j+1

j − rk
(j)
j

j+1

)2
−

∑
α∈G,α1=0

C(α)rα

πnK · r2k
(1)
1

2 (1− rn)2
n−1∏
j=2

(
r
k
(j)
j+1

j − rk
(j)
j

j+1

)2

=

r
2k

(1)
1

2

∑
α∈G

C(α)rα − (r
k
(1)
2

1 − rk
(1)
1

2 )2
∑

α∈G,α1=0

C(α)rα

πnK · r2k
(1)
1

2 (1− rn)2
n−1∏
j=1

(
r
k
(j)
j+1

j − rk
(j)
j

j+1

)2
=

∑
α∈G,α1 6=0

C(α)rα

πnK · (1− rn)2
n−1∏
j=1

(
r
k
(j)
j+1

j − rk
(j)
j

j+1

)2

−
r

2k
(1)
2

1

∑
α∈G,α1=0

C(α)rα

πnK · r2k
(1)
1

2 (1− rn)2
n−1∏
j=1

(
r
k
(j)
j+1

j − rk
(j)
j

j+1

)2

+

2r
k
(1)
2

1

∑
α∈G,α1=0

C(α)rα

πnK · rk
(1)
1

2 (1− rn)2
n−1∏
j=1

(
r
k
(j)
j+1

j − rk
(j)
j

j+1

)2 .
From this and the triangle inequality, we know that the kernel w1

z1
B̃p(z, w)

satisfies∣∣∣∣w1

z1
B̃p(z, w)

∣∣∣∣ . ∣∣∣∣w1

z1

∣∣∣∣ ·
∑

α∈G,α1 6=0

C(α)|rα|

πnK · |1− rn|2
n−1∏
j=1

∣∣rk(j)j+1

j − rk
(j)
j

j+1

∣∣2
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+

∣∣∣∣w1

z1

∣∣∣∣ ·
|r1|k

(1)
2

∑
α∈G,α1=0

C(α)|rα|

πnK · |r2|k
(1)
1 |1− rn|2

n−1∏
j=1

∣∣rk(j)j+1

j − rk
(j)
j

j+1

∣∣2
:= M(z, w) +N(z, w).(11)

We first estimate M(z, w). We use the notations in Lemma 2.5. Take
α1, . . . , αn which satisfy α = (α1, . . . , αn) ∈ G and C(α) = ν(P1) · · · ν(Pn) 6= 0.
Then by Lemma 2.5 we know that Pl ≤ 2ml,l+1 for l = 1, . . . , n. Again by
Lemma 2.5 we obtain that

l∑
i=1

(2mj,j+1 − kj − kjαj) + 1 ≤ 2ml,l+1, l = 1, . . . , n,

which is equivalent to

(12)

l∑
i=1

(2mj,j+1 − kj − kjαj) +Dl ≤ 2ml,l+1, l = 1, . . . , n.

Similar to the proof of [25, Proposition 3.2], we define the functions

ϕj(x) = (x−A
′

j)
kj
kj+1

+ αj+1, j = 1, . . . , n− 1,

where A
′

1 := 0, A
′

2 := A2 − k1
k2

and A
′

j = Aj for j = 3, . . . , n. Let Φj :=

ϕj ◦ · · · ◦ ϕ1 for j = 1, . . . , n− 1. Take l = 2 in (12) and we get that

k1α1 + k2α2 ≥ 2m1,2 +D2 − k2 − k1,

which follows that

(13) ϕ1(α1 − 1) =
k1

k2
(α1 − 1) + α2 ≥

2m1,2

k2
− 2k1

k2
+
D2

k2
− 1 = A

′

2.

Take l = 3 in (12) and we have that

k1

k2
(α1 − 1) + α2 ≥

1

k2
(2m1,2 + 2m2,3 − k2 − k3 − k3α3 − 2k1 +D3),

from which it is easy for one to check that

Φ2(α1 − 1) =
k2

k3

[
k1

k2
(α1 − 1) + α2 −A

′

2

]
+ α3

≥ 2m2,3

k3
− D2

k3
+
D3

k3
− 1 = A

′

3.

From this and the same argument in the proof of [25, Proposition 3.2], we know
that

Φl−1(α1 − 1) = ϕl−1 ◦ · · · ◦ ϕ1(α1 − 1) ≥ A
′

l, l = 3, . . . , n.
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By noting that C(α) =
∏n
j=1 ν(Pj) is a positive bounded function (this can be

easily seen from Lemma 2.5), we have∣∣∣∣w1

z1

∣∣∣∣ · ∑
α∈G,α1 6=0

C(α)|rα|

= |w1|2
∑

α∈G,α1 6=0

C(α)|r1|α1−1|r2|α2 · · · |rn|αn

≤ |w1|2
∑

α∈G,α1 6=0

C(α)|r2|
k1
k2

(α1−1)+α2 |r3|α3 · · · |rn|αn

= |w1|2
∑

α∈G,α1 6=0

C(α)|r2|A
′
2 |r2|Φ1(α1−1)−A

′
2 |r3|α3 · · · |rn|αn

≤ |w1|2
∑

α∈G,α1 6=0

C(α)|r2|A
′
2 |r3|Φ2(α1−1) · · · |rn|αn

· · · · · ·

≤ |w1|2
∑

α∈G,α1 6=0

C(α)|r2|A
′
2 |r3|A

′
3 · · · |rn|A

′
n

. |w1|2|r2|A
′
2 |r3|A

′
3 · · · |rn|A

′
n

≤ |z2|A2− k1k2 |z3|A3 · · · |zn|An |w2|A2+
k1
k2 |w3|A3 · · · |wn|An , (z, w) ∈ Hnp ×Hnp.

Here, from the first line to the second line we used the fact that α = (α1, . . . , αn)
∈ G and α1 6= 0 implies that α1 ≥ 1. From the third line to the fourth line we
applied (13). The last inequality holds because w ∈ Hnp.

Therefore, we obtain that

M(z, w) ≤ |z2|A2− k1k2 |z3|A3 · · · |zn|An |w2|A2+
k1
k2 |w3|A3 · · · |wn|An

πnK · |1− rn|2
n−1∏
j=1

∣∣rk(j)j+1

j − rk
(j)
j

j+1

∣∣2 ,

which means that the integral operator with kernel M(z, w) is of general type-
(A2 − k1

k2
, A3, . . . , An;A2 + k1

k2
, A3, . . . , An).

Now we come to estimate N(z, w), the second term in (11). Take any α =
(α1, . . . , αn) ∈ G with C(α) =

∏n
j=1 ν(Pj) 6= 0 and α1 = 0. An argument

analogous to that in the proof of [25, Proposition 3.2] shows that

Φl−1(0) = ϕl−1 ◦ · · · ◦ ϕ1(0) ≥ Al, l = 2, . . . , n.

Therefore, we have∑
α∈G,α1=0

C(α)|rα| =
∑

α∈G,α1=0

C(α)|r2|Φ1(0)|r3|α3 · · · |rn|αn

=
∑

α∈G,α1=0

C(α)|r2|A2 |r2|Φ1(0)−A2 |r3|α3 · · · |rn|αn
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≤
∑

α∈G,α1=0

C(α)|r2|A2 |r3|Φ2(0) · · · |rn|αn

· · · · · ·

≤
∑

α∈G,α1=0

C(α)|r2|A2 · · · |rn|αn

. |r2|A2 · · · |rn|An ,(14)

where we again used the fact that C(α) =
∏n
j=1 ν(Pj) is a positive function for

α ∈ G. From (14), we can find that

N(z, w) ≤
|z2|k

(1)
1 −

k1
k2 |w2|k

(1)
1 +

k1
k2

∑
α∈G,α1=0

C(α)|rα|

πnK · |r2|k
(1)
1 |1− rn|2

n−1∏
j=1

∣∣rk(j)j+1

j − rk
(j)
j

j+1

∣∣2

=

|z2|−
k1
k2 |w2|

k1
k2

∑
α∈G,α1=0

C(α)|rα|

πnK · |1− rn|2
n−1∏
j=1

∣∣rk(j)j+1

j − rk
(j)
j

j+1

∣∣2
.
|z2|A2− k1k2 |z3|A3 · · · |zn|An |w2|A2+

k1
k2 |w3|A3 · · · |wn|An

πnK · |1− rn|2
n−1∏
j=1

∣∣rk(j)j+1

j − rk
(j)
j

j+1

∣∣2 ,

which means that the integral operator with kernel N(z, w) is of general type-
(A2 − k1

k2
, A3, . . . , An;A2 + k1

k2
, A3, . . . , An). Combining (11) and the above

estimates for M(z, w) and N(z, w), the stated claim is proved. �

Now we come back to the proof of Case 2. Since
∑

α∈A2(Hnp),α1=0

zαwα

C2
α

is

independent of w1 and w1, we have that

Tw1(Bp(z, w)) = Tw1(B̃p(z, w)).

Therefore, by (9) and Lemma 2.1 we have that

∂

∂z1
◦Bpf(z)

=
1

z1

∫
E1,n

∫
E1,n−1

· · ·
∫
E1,1

Tw1(B̃p(z, w))f(w)dV (w1) · · · dV (wn)

= − 1

z1

∫
Hnp
B̃p(z, w)Tw1

f(w)dV (w)

=

∫
Hnp

w1

z1
B̃p(z, w)

∂f

∂w1
(w)dV (w)−

∫
Hnp

w1

z1
B̃p(z, w)

∂f

∂w1
(w)dV (w).



Lp SOBOLEV MAPPING PROPERTIES OF THE BERGMAN PROJECTIONS 1371

Here ∂f
∂w1

and ∂f
∂w1

should be interpreted in the distributional sense. From
the aforementioned claim and Lemma 2.7, we know that the integral op-

erator with kernel w1

z1
B̃p(z, w) or w1

z1
B̃p(z, w) is bounded on Lp(Hnp) for all

p ∈
(

2
n∑
i=1

kj

n∑
i=1

kj+Dn+k1

,
2
n∑
i=1

kj

n∑
i=1

kj−Dn+k1

)
, which follows that

∥∥∥∥ ∂

∂z1
◦Bp(f)

∥∥∥∥
p

≤
∥∥∥∥∫

Hnp

w1

z1
B̃p(z, w)

∂f

∂w1
(w)dV (w)

∥∥∥∥
p

+

∥∥∥∥∫
Hnp

w1

z1
B̃p(z, w)

∂f

∂w1
(w)dV (w)

∥∥∥∥
p

.

∥∥∥∥ ∂f∂w1

∥∥∥∥
p

+

∥∥∥∥ ∂f∂w1

∥∥∥∥
p

≤ ‖f‖1,p

holds for all p lies in the above range. By the arbitrariness of f ∈ Lp1(Hnp),

we conclude that ∂
∂z1
◦ Bp is bounded from Lp1(Hnp) to Lp(Hnp) for all p ∈(

2
n∑
i=1

kj

n∑
i=1

kj+Dn+k1

,
2
n∑
i=1

kj

n∑
i=1

kj−Dn+k1

)
. The proof is complete. �

Proof of Theorem 1.2. The sufficiency part of the theorem follows directly from
[25, Theorem 1.1] and Theorem 1.1. Conversely, if the Bergman projection
Bp maps Lpk(Hnp) to itself for some p ∈ (1,∞), then from Lemma 2.3 and
Proposition 2.4 we know that p = 1 = (1, . . . , 1) and k = 1. Thus now we
only need to focus on the domain Hn1 . On one hand, from the conclusion
of Step 1 in the proof of Lemma 2.3, we can find that if B1 is a bounded
operator on Lp1(B1) then p ∈

(
2n
n+1 ,

2n
n−1

)
. On the other hand, we consider the

function f on Hn1 which is defined in the proof of [25, Proposition 4.2]. That is,

f(w) = wβ1

1 w−β2

2 · · ·w−βnn with β1 ≥ 0, β2, . . . , βn < 0 and
∑n
i=1(βi + 1) = 1.

It is obvious that f ∈ Lp1(Hn1) for any p ∈ (1,∞). Since B1 is bounded on

Lp1(Hn1), we have that g(w) := B1f(w) = wβ1

1 · · ·wβnn ∈ L
p
1(Hn1), which means

that ∂g
∂wj

= βjw
β1

1 · · ·w
βj−1
j · · ·wβnn ∈ Lp(Hn1) holds for all j = 1, . . . , n. By

Lemma 2.2, we know that
∑n
i=1(βip+ 2)− p > 0. Note that β1, . . . , βn satisfy∑n

i=1(βi + 1) = 1, it follows that p < 2. Thus we have that p ∈
(

2n
n+1 , 2

)
. The

proof is complete. �

4. Proof of Theorem 1.3

Proof of Theorem 1.3. Firstly we assume that k = 1. In this case we divide
the proof into two steps.

Step 1. We first calculate the L∞ sub-Bergman kernel of Hn1 and obtain an
useful estimate for it. By the definition of L∞ sub-Bergman kernel, we have
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that

B∞1 (z, w) :=
∑

α∈A∞(Hn1 )

zαwα

‖zα‖22
,

where

(15) A∞(Hn1) =

{
α = (α1, . . . , αn) : α1 ≥ 0,

j∑
i=1

αi ≥ 0, j = 2, . . . , n

}
.

By Lemma 2.2, we know that

‖zα‖22 =
πn

n∏
j=1

(
j∑
i=1

αj + j

) .
Combining this with (15), we have that

(16) B∞1 (z, w) =
1

πn

∞∑
α1=0

∞∑
α2=−α1

· · ·
∞∑

αn=−α1−···−αn−1

[ n∏
j=1

( j∑
i=1

αj + j

)
r
αj
j

]
.

Denote tj :=
∑j
i=1 αj for j = 1, . . . , n and t0 := 0. Then by changing the

summation indices from αj to tj in (16) and we get

(16) =
1

πn

∞∑
t1=0

· · ·
∞∑
tn=0

[ n∏
j=1

(
tj + j

)
r
tj−tj−1

j

]

=
1

πn

∞∑
t1=0

· · ·
∞∑
tn=0

[ n∏
j=1

(
tj + j

)(
rj
rj+1

)tj]

=
1

πn

n∏
j=1

∞∑
tj=0

(tj + j)

(
rj
rj+1

)tj
=

1

πn

n∏
j=1

(1− j)rj + j(
1− rj

rj+1

)2
=

1

πn
[(1− n)r3

n + nr2
n]
[
(2− n)

r3n−1

rn
+ (n− 1)r2

n−1

]
· · ·
(
− r32

r3
+ 2r2

2

)
(1− rn)2(rn − rn−1)2 · · · (r2 − r1)2

,(17)

where rn+1 := 1. In the above calculations we used the formula

∞∑
n=0

(An+B)zn =
(A−B)z +B

(1− z)2
, |z| < 1, A,B ∈ C.

From (17) it is easily seen that

(18) |B∞1 (z, w)| .

n∏
j=2

|zj |2|wj |2

|1− rn|2|rn − rn−1|2 · · · |r2 − r1|2
, (z, w) ∈ Hn1 ×Hn1 .
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Step 2: Now we come to obtain the boundedness range for the L∞ sub-
Bergman projection B∞1 on the Sobolev space Lp1(Hn1). By an argument similar
to the proof of Theorem 1.1, for any r ∈ {2, . . . , n} and f ∈ Lp1(Hn1) with
1 < p <∞ we have that

∂

∂zr
◦B∞1 f(z)

=

∫
Hn1

wr
zr
B∞1 (z, w)

∂f

∂wr
(w)dV (w)−

∫
Hn1

wr
zr
B∞1 (z, w)

∂f

∂wr
(w)dV (w).

From (18) we know that the integral operator with kernel wr
zr
B∞1 (z, w) or

wr
zr
B∞1 (z, w) is of general type-(2, . . . , 1, . . . , 2; 2, . . . , 3, . . . , 2), where 1 and 3

appear in the r-th position. Then Lemma 2.7 implies that ∂
∂zr
◦B∞1 is bounded

from Lp1(Hn1) to Lp(Hn1) for all 1 < p < 2n.
For the z1 differentiated operator ∂

∂z1
◦ B∞1 , again by an argument similar

to that in the proof of Theorem 1.1, we have that

∂

∂z1
◦B∞1 f(z)

=

∫
Hn1

w1

z1
B̃∞1 (z, w)

∂f

∂w1
(w)dV (w)−

∫
Hn1

wl
zl
B̃∞1 (z, w)

∂f

∂w1
(w)dV (w),

holds for any f ∈ Lp1(Hn1), where B̃∞1 (z, w) is the “modified” kernel defined by

(19) B̃∞1 (z, w) = B∞1 (z, w)−
∑

α∈A∞(Hn1 ),α1=0

zαwα

‖zα‖22
, (z, w) ∈ Hn1 ×Hn1 .

From (17) we can obtain that the integral operator with kernel w1

z1
B̃∞1 (z, w) or

wl
z1
B̃∞1 (z, w) is of general type-(1, 2, . . . , 2; 3, 2, . . . , 2). By Lemma 2.7, we can

conclude that ∂
∂z1
◦ B∞1 is bounded from Lp1(Hn1) to Lp(Hn1) for 1 < p < 2n.

Note that the operator B∞1 is bounded on the ordinary Lp space Lp(Hn1) for
all 1 < p < ∞, it follows from the above analysis that the proof of the case
k = 1 is complete.

For the cases of k = 2 and k = 3, we can easily obtain the desired results by
using the same method as in the proof of the case k = 1, except that we need
to change the “modified” kernel in (19) to

B̃
′∞
1 (z, w) :=

∑
α∈A∞(Hn1 ),α1≥2

zαwα

‖zα‖22
, (z, w) ∈ Hn1 ×Hn1

and

B̃
′′∞
1 (z, w) :=

∑
α∈A∞(Hn1 ),α1≥3

zαwα

‖zα‖22
, (z, w) ∈ Hn1 ×Hn1

in studying the boundedness range for the differentiated operators ∂2

∂z21
◦B∞1 (in

the case k = 2) and ∂3

∂z31
◦B∞1 (in the case k = 3). The proof is complete. �
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pseudoconvex domains of finite type with locally diagonalizable Levi form, Publ. Mat.

50 (2006), no. 2, 413–446. https://doi.org/10.5565/PUBLMAT_50206_08

[8] P. Charpentier, Y. Dupain, and M. Mounkaila, On estimates for weighted Bergman
projections, Proc. Amer. Math. Soc. 143 (2015), no. 12, 5337–5352. https://doi.org/

10.1090/proc/12660

[9] D. Chakrabarti, L. D. Edholm, and J. D. McNeal, Duality and approximation of
Bergman spaces, Adv. Math. 341 (2019), 616–656. https://doi.org/10.1016/j.aim.

2018.10.041

[10] D. Chakrabarti and Y. E. Zeytuncu, Lp mapping properties of the Bergman projection
on the Hartogs triangle, Proc. Amer. Math. Soc. 144 (2016), no. 4, 1643–1653. https:

//doi.org/10.1090/proc/12820

[11] L. Chen, The Lp boundedness of the Bergman projection for a class of bounded Hartogs
domains, J. Math. Anal. Appl. 448 (2017), no. 1, 598–610. https://doi.org/10.1016/

j.jmaa.2016.11.024

[12] , Weighted Sobolev regularity of the Bergman projection on the Hartogs triangle,

Pacific J. Math. 288 (2017), no. 2, 307–318. https://doi.org/10.2140/pjm.2017.288.

307

[13] L. D. Edholm, Bergman theory of certain generalized Hartogs triangles, Pacific J. Math.

284 (2016), no. 2, 327–342. https://doi.org/10.2140/pjm.2016.284.327

[14] L. D. Edholm and J. D. McNeal, The Bergman projection on fat Hartogs triangles: Lp

boundedness, Proc. Amer. Math. Soc. 144 (2016), no. 5, 2185–2196. https://doi.org/

10.1090/proc/12878

[15] , Bergman subspaces and subkernels: degenerate Lp mapping and zeroes, J.

Geom. Anal. 27 (2017), no. 4, 2658–2683. https://doi.org/10.1007/s12220-017-9777-

4

[16] , Sobolev mapping of some holomorphic projections, J. Geom. Anal. 30 (2020),

no. 2, 1293–1311. https://doi.org/10.1007/s12220-019-00345-6

https://doi.org/10.1007/BF02392975
https://doi.org/10.2307/1971379
https://doi.org/10.1007/BF01418930
https://doi.org/10.1007/BF01418930
https://doi.org/10.1007/BF02571327
https://doi.org/10.5565/PUBLMAT_50206_08
https://doi.org/10.1090/proc/12660
https://doi.org/10.1090/proc/12660
https://doi.org/10.1016/j.aim.2018.10.041
https://doi.org/10.1016/j.aim.2018.10.041
https://doi.org/10.1090/proc/12820
https://doi.org/10.1090/proc/12820
https://doi.org/10.1016/j.jmaa.2016.11.024
https://doi.org/10.1016/j.jmaa.2016.11.024
https://doi.org/10.2140/pjm.2017.288.307
https://doi.org/10.2140/pjm.2017.288.307
https://doi.org/10.2140/pjm.2016.284.327
https://doi.org/10.1090/proc/12878
https://doi.org/10.1090/proc/12878
https://doi.org/10.1007/s12220-017-9777-4
https://doi.org/10.1007/s12220-017-9777-4
https://doi.org/10.1007/s12220-019-00345-6


Lp SOBOLEV MAPPING PROPERTIES OF THE BERGMAN PROJECTIONS 1375

[17] S. G. Krantz, Geometric Analysis of the Bergman Kernel and Metric, Graduate Texts in

Mathematics, 268, Springer, New York, 2013. https://doi.org/10.1007/978-1-4614-

7924-6

[18] J. D. McNeal, Boundary behavior of the Bergman kernel function in C2, Duke Math.

J. 58 (1989), no. 2, 499–512. https://doi.org/10.1215/S0012-7094-89-05822-5
[19] , Local geometry of decoupled pseudoconvex domains, in Complex analysis (Wup-

pertal, 1991), 223–230, Aspects Math., E17, Friedr. Vieweg, Braunschweig, 1991.

[20] , Estimates on the Bergman kernels of convex domains, Adv. Math. 109 (1994),
no. 1, 108–139. https://doi.org/10.1006/aima.1994.1082

[21] A. Nagel, J. Rosay, E. M. Stein, and S. Wainger, Estimates for the Bergman and Szegő
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