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[Abstract]

In this paper, we analyzed driver's and passenger's motions that cause driver's distraction, and
recognized 10 driver's behaviors related to mobile phones. First, distraction-inducing behaviors were
classified into environments and factors, and related recent papers were analyzed. Based on the analyzed
papers, 10 driver's behaviors related to cell phones, which are the main causes of distraction, were
recognized. The experiment was conducted based on about 100,000 image data. Features were extracted
through SURF and tested with three models (CNN, ResNet-101, and improved ResNet-101). The
improved ResNet-101 model reduced training and validation errors by 8.2 times and 44.6 times
compared to CNN, and the average precision and fl-score were maintained at a high level of 0.98. In
addition, using CAM (class activation maps), it was reviewed whether the deep learning model used the

cell phone object and location as the decisive cause when judging the driver's distraction behavior.
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I. Introduction
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II. Driver’s Behavior Research

1. Related works
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Table 1. Driver behavior analysis research
Research and analysis
[8] Driver fatigue, distraction detection
Analysis of visual and auditory distraction while
91 drivin ing VR drivi imulat
g using riving simulator
(10] A Study on Behavioral Responses of Drivers of
Partially Self-Driving Vehicles
(1] Investigating the impact of driving automation
systems on distracted driving behaviors
[12] | Visual distraction of driver’s phone and food
[13] | Driver’s padal behavior model
[14] Analysis of factors affecting risk driving behavior
of female drivers
[15] | Driver distraction at unsigned intersections
[16] Use the lane tracking data to detect the visual
and cognitive workload of the driver
(17] Deep Unsupervised Multimodal Convergence
Network for Driver Distraction Detection
Relationship between driving patterns and
(18] distraction
[19] | Calculate the index of driver drowsiness
[20][ | Measure the driver's visual distraction by
21] observing eye and head movements
[22] Detect driver distraction with image-based hand
and ear recognition
[23] | Detect distraction through geometric analysis
[24] | Use HMM to characterize driving behavior
(25] A study on driver safety monitoring system and
the causes of driver negligence
[26] | In-vehicle behavior and gesture recognition
[27] | Measurement of driver's distraction and possibility
[28] | study using vehicle simulator
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Behavior required
for driving (Driver)

Using hands

Using eyes

Using the feet

Complex behavior

Uninstalled electronic device operation

Manipulative

—1 Inside the vehicle

Behavior outside
of driving

Visual

Outside the vehicle

Classifying driver distraction-inducing behaviors

Auditory/cognitive

Auditory/cognitive |

Installed electronic device operation

/physical
User needs/desire behavior
Deviation of gaze for operation of uninstalled
electronic devices
Visual Deviation of gaze for operation of installed

electronic devices
Departure for driving information
Cognitive load due to the use of
electronic devices
Cognitive load for user needs/desire behavior

Cognitive load due to user interaction

Fig. 1. Classify behaviors that cause driver distraction by environment and factors
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Table 2. Driving behaviors performed by body

Body Device operation and driving behavior

Steering wheel operation, cradle sound,
headlight operation, transmission operation,
turn signal operation, seat belt fastening,
vehicle mirror adjustment, wiper operation

Hand

Look forward, look right, look left, look
forward-right, look forward-left, check right
rearview mirror, check left rearview mirror,
check room mirror, check road floor, check

traffic lights, check pedestrians, check nearby
vehicles, check instrument panel, road
blindness zone check

Eye

Deceleration pedal operation, accelerator

Feet .
pedal operation
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Table 3. Driver behavior by distraction

Driver behavior
Eating food, calling, writing text
messages, using electronic devices,
operating in-vehicle devices (air
conditioning, etc.), operating navigation
(GPS), operating CD/radio/DMB,
organizing things/moving/finding,
smoking, putting on makeup, caring for
children/dogs, adjusting seat belts,
releasing hands from the steering wheel,
maintaining personal hygiene (hair
grooming, etc.), writing, taking pictures
with passengers in the back seat
Viewing printed materials such as maps,
watching TV/DMB, checking phone, using
electronic devices, operating in-vehicle
devices, operating navigation (GPS),
operating CD/radio/DMB, caring for
children/pets, organizing
things/moving/finding, putting on
makeup, maintaining personal hygiene
(hair trimming, etc.), writing, taking
pictures with the backseat passenger
Talking with a passenger, thinking other
than driving, cognitive decline due to
drugs/alcohol/ drowsiness, taking care of
children/pet dogs, using electronic
devices with voice commands, using
phone, listening to the radio, listening to
music, writing, singing, calling

distraction

operational
/physical
distraction

visual
distraction

auditory
/cognitive
distraction
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Table 4. Driving disturbances that occur outside
the vehicle

distraction Driving Disruption Factors

visual Look out of the road, check for

. . pedestrians, watch out for roads under
distraction . .

construction, look at road signs

Auditor

ud c.>.y/ Focus on the sound of the ambulance,
cognitive .

. . focus on the horns of nearby vehicles
distraction

2. Frequency Analysis
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wiper operatian

«check the room mirror

deceleration pedal operation
headlight operation car mirror adjustment

Fig. 2. Frequency of Safe Driving Required Actions
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Fig. 3. Frequency of behaviors that interfere with safe
driving inside and outside the vehicle
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III. Driver's behavior classification
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1. Experiment data
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Table 5. Data set description

Class Description
CO0 Safe driving
C1 texting — right
C2 talking on the phone — right
C3 texting — left
C4 talking on the phone — left
C5 operating the radio
Cé drinking
C7 reaching behind
C8 hair and makeup
Cc9 talking to a passenger

State Farmoj|A] Alg-sh= o|u|X]l= &XAA 918 =
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a3 4% S 10714 £F F2e YeRj ojujAlt

o >
c0: Safe Driving cl: texting - right c¢2: talking on the ¢3: texting - left c4: talking on the

phone - right phone - left

r

7 reaching behind

5 operating the radio  ¢6: drinking

Fig. 4. Images corresponding to 10 categories
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Fig. 5. CNN Experiment Result
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Fig. 6. ResNet-101 Experiment Result
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Table 6. Layer added to ResNet-101

nn.Sequential(
nn.Linear(2048, 1000),
nn.RelLU(),
nn.Dropout(0.5),
nn.Linear(1000, 10),
nn.LogSoftmax(dim=1)
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Fig. 7. Improved ResNet-101 Experimental Results

ofel £ 7 UM A8 sk U A3 Aok

Aol ALER VA B Sk 029} 43 028 %

23 Zlolct. 7|F 2] CNNoj| BJsh4 ResNet-1010]

eololg £/t wlo] si ORE 82u), HF R
[e]

=]
44.68 AFa= QI 4 Qo 0 82 £ 72 Im=

Y

o=z
olq_

A%

5 g9t 7% 980| Ao|S AIZA

o re
ek ok

ao e
>

Table 7. Results of training and validation errors
of the model used in the experiment

Model Training errors Validation errors
CNN 2.3000 2.2985
ResNet-101 1.9712 1.6603
ResNet-101
(Add Layers) 0.2789 0.0515

CNN vs ResNet-101 vs ResNet-101 Add Layers

;
j
1
05
: N

CNN Reshet-101 ResNet-101{Add Layers)

WTraining W Vaidation

Fig. 8. Training error and validation error of the model
used in the experiment
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Table 8. Precision and f1-score for classification

class Precision Recall f1-score
0 0.96 0.98 0.97
1 0.98 0.99 0.99
2 0.99 0.99 0.99
3 0.98 0.99 0.99
4 1.00 0.98 0.99
5 1.00 0.98 0.99
6 0.99 0.97 0.98
7 0.97 0.98 0.97
8 0.95 0.95 0.95
9 0.97 0.96 0.96
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