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Abstract 
 

Phishing websites can have devastating effects on governmental, financial, and social services, 
as well as on individual privacy. Currently, many phishing detection solutions are evaluated 
using small datasets and, thus, are prone to sampling issues, such as representing legitimate 
websites by only high-ranking websites, which could make their evaluation less relevant in 
practice. Phishing detection solutions which depend only on the URL are attractive, as they 
can be used in limited systems, such as with firewalls. In this paper, we present a URL-only 
phishing detection solution based on a convolutional neural network (CNN) model. The 
proposed CNN takes the URL as the input, rather than using predetermined features such as 
URL length. For training and evaluation, we have collected over two million URLs in a 
massive URL phishing detection (MUPD) dataset. We split MUPD into training, validation 
and testing datasets. The proposed CNN achieves approximately 96% accuracy on the testing 
dataset; this accuracy is achieved with URL schemes (such as HTTP and HTTPS) removed 
from the URL. Our proposed solution achieved better accuracy compared to an existing 
state-of-the-art URL-only model on a published dataset. Finally, the results of our experiment 
suggest keeping the CNN up-to-date for better results in practice. 
 
 
Keywords: Phishing Detection, Machine Learning, Deep Learning, Convolutional Neural 
Network (CNN), Cyber Security 
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1. Introduction 

Phishing websites attempt to impersonate other websites or entities to convince users to enter 
their personal information. This makes phishing websites dangerous, especially for amateur 
users. Various approaches have been proposed in the literature for protecting against phishing, 
one of which is employing machine learning for the automatic detection of phishing websites. 
However, many state-of-the-art phishing detection models have been evaluated on small data 
sets. This can be seen in the related work section, where seven of the eleven models we 
reviewed were trained and evaluated on data sets which had only up to 3000 instances. In 
addition, evaluations are less reliable when the dataset is small, especially for classifiers with a 
high number of features or with complex classification rules [1]. In addition, non-simple 
phishing detection models which require complex features are harder to adopt depending on 
the usage scenario. For example in firewalls, which may have a limited storage, restricted 
connectivity, and need for high throughput. Similarly, it may not be preferable for web 
browsers to utilize models which introduce unnecessary network delay. 

In this paper, we propose a URL phishing detection solution which utilizes a character-level 
convolutional neural network (CNN) model to classify the URL. The CNN learns from the 
URL string as a character sequence, in order to avoid predetermined URL features (e.g., the 
number of dots or the length of the URL). Many of the methods reviewed in the related works 
have been based on predetermined URL features. On the other hand, with the proposed model, 
we explore a different direction, which achieves better results while also being more 
convenient. We believe that other approaches, such as n-gram and bag-of-words models, are 
less suitable for URL phishing detection, compared to character-level classification, for two 
reasons: The first reason is that URLs are harder to tokenize, unlike sentences (which are split 
naturally by spaces). The second reason is that the ordering of words for domain names is very 
important; for example, domains like login.some.com and some.login.com are totally different 
domains and may refer to different pages. The advantage of being URL-only means that the 
model does not depend on any third-party service or network connectivity. 

For our proposed solution, we propose a character-level CNN architecture. To train and 
evaluate the CNN, we have collected and preprocessed a large data set of more than two 
million unique URL instances. The data set contains over 1 million verified phishing websites 
from PhishTank and over 1 million legitimate websites sampled from the top 4 million 
domains. We would like to emphasize that our data set is much larger than the data sets used in 
the works we review in the related works section, in which the largest data set had 26,052 
instances after removal of duplicated hosts. In addition, we removed the URL scheme to avoid 
making the CNN overly dependent on the scheme. Using a simple decision rule with URL 
schemes such HTTPS, approximately 74% accuracy can be achieved on the constructed data 
set. To evaluate the CNN, we split the data set into training, validation, and testing data sets, 
and the proposed CNN achieved approximately 96% accuracy on the testing data set. The 
large data set is a prime focus of our paper, as it helps to address sampling issues and 
overfitting, which may inflate the reported accuracy. For example, a data set that contains only 
legitimate websites from the top 1 thousand websites is much less representative of legitimate 
websites, in general, than our data set, which contains legitimate URLs from the top 4 million 
domains. This is problematic when ranking information is used as a feature for the model, as 
ranking information alone is enough to get very high accuracy on the less representative data 
set. 



2754                                                                Al-Alyan al.: Robust URL Phishing Detection Based on Deep Learning 

We do not find direct comparisons with reported accuracies very useful, due to differences 
such as the methodologies and the data sets used. This is especially true when the difference is 
very small. However, we provide direct comparisons against a state-of-the-art URL-only 
model, which achieved high accuracy. To provide these comparisons, we evaluate our 
proposed model using the same data set used to evaluate the state-of-the-art model. In addition, 
to provide competing benchmarks on our data set, we trained various machine learning models 
on predetermined URL features which have been commonly used in the literature. 
Furthermore, to evaluate how our proposed solution may fare in the future, we evaluated our 
proposed solution with a different data set split. The training data set contained phishing 
instances from September 2006 to September 2013. The validation data set was from 
September 2013 to August 2015. The testing data set was from August 2015 to October 2018. 
This resulted in a drop of 7.5% in the accuracy of the CNN. This drop is significant, 
considering phishing instances are roughly half of the data set. Thus, keeping the model up to 
date is recommended for better accuracy in practice. In addition, the results for the other 
models may suggest that URL phishing instances are not independent and identically 
distributed. 

2. Background 
In this section, we briefly describe Neural Networks as our proposed solution utilizes a CNN, 
a type of neural network. Neural networks are composed of one or more layers, where each 
layer is linear combination of the previous layer and the first layer is linear combination of the 
input. To add non-linearity, an activation function is applied to the output of each layer. Neural 
networks can be succinctly described by the following equation: 
 

ℎ𝑖𝑖 = 𝑔𝑔𝑖𝑖�𝑊𝑊(𝑖𝑖)𝑇𝑇ℎ𝑖𝑖−1 + 𝑏𝑏𝑖𝑖�  (1) 
 
where ℎ𝑖𝑖 is the output vector of layer i, 𝑔𝑔𝑖𝑖 is the activation function of layer i, 𝑊𝑊𝑖𝑖 is the weight 
matrix of layer i, 𝑏𝑏𝑖𝑖 is the bias vector of layer i, and ℎ0 is the input vector. 

Neural networks are capable of approximating any continuous function. By simply 
specifying the architecture of the neural network, many optimization algorithms can be used to 
find weight matrices and bias vectors which approximate the training data set. However, for 
complex tasks, the number of weights is very large, which makes training impractical. A CNN 
is a specialized type of Neural Network, which keeps the number of weights manageable by 
using convolution and pooling layers. There exist many character-level CNN architectures in 
the literature, such as those in [2] and [3]. These CNNs have already achieved good results in 
various text classification and language modeling tasks. 

3. Related Works 
We categorize the machine learning solutions surveyed here into URL exclusive—which only 
utilizes the URL—and non-URL exclusive—which can utilize any information. Our proposed 
solution mainly competes with the URL exclusive solutions, as it belongs to the same category 
and has the same usage scenarios. 

The main critique we have for most of the works we surveyed is the small sizes of the 
datasets used, which may decrease confidence in the evaluation of the models as a small data 
set is usually accompanied with difficulties in sampling. For example, a set of legitimate 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 14, NO. 7, July 2020                                          2755 

websites collected from top 1000 popular websites probably represent popular websites more 
than legitimate websites. Furthermore, smaller data sets are more prone to overfitting. The 
main difficulty on collecting phishing websites, which limited the size of the data sets in most 
works, is that phishing websites are usually short-lived. Even if the website is accessible and 
gives a response, it may not be the phishing website itself; it could, for example, be a response 
from the domain provider that the domain is no longer used. Many features require the 
phishing website to be online, such as the content of the page. Websites like PhishTank record 
phishing URLs, but do not preserve their content. 

3.1 URL Exclusive 
Sahingoz et al. [4] proposed a URL-only phishing detection solution which had various 
predetermined URL features, called NLP features. The NLP features were 
human-determinable features which could be computed by a program. The NLP features (of 
which there were 40) included: Raw Word Count, Brand Check for Domain, Average Word 
Length, and so on. Their data set contained 36,400 legitimate URLs and 37,175 phishing 
URLs, which they have published. The phishing URLs were mostly collected from PhishTank. 
The legitimate URLs were found by querying the Yandex Search API using a specific 
keyword list and taking the highest-ranking pages, which would thus naturally have a low 
chance of being phishing websites. The authors used 10-fold cross-validation to evaluate 7 
different classifiers and three variants of the features: NLP features, word vectors, and hybrids. 
Out of these 21 model variants, RandomForest-NLP which used RandomForest with only the 
NLP features had the best accuracy (97.98%). While experimenting on their data set, we found 
that their data set contained 18,812 repeated instances and, out of the remaining instances, 
28,711 instances had a repeated host, which may have inflated the reported accuracy. 

On the other hand, Zouina et al. [5] proposed another URL phishing detection solution. 
Their solution was based on a SVM with Gaussian kernel and targeted mobile phones and 
other embedded devices, which have less computation power. To achieve the goal of being 
lightweight, the system used only 6 URL features: URL length, the number of hyphens, the 
number of dots, the number of numeric characters, the presence of an IP address, and the 
Hamming distance from the target website. The author experimented with various distance 
metrics and found that the Hamming distance had the lowest error rate for SVM. Their data set 
contained 1000 phishing websites and 1000 legitimate websites, where the phishing websites 
were taken from PhishTank. The legitimate websites were collected from Amazon Alexa’s top 
500, in addition to websites collected from queries about banking, trading, and commerce on 
Google. The system achieved 95.80% accuracy using five-fold cross-validation. A limitation 
of this approach was the assumption that the target website was known. Even if we take the 
website with minimum distance (excluding the website itself) the accuracy and performance 
could be affected and need re-evaluation. In addition, the legitimate websites considered were 
only high-ranking websites, which may not be representative of all legitimate websites. 

3.2 Non-URL Exclusive 
With a focus on internet banking, Moghimi et al. [6] proposed a rule-based solution for 
phishing detection. The proposed solution depended only on the URL and the page served. 
Their work used two novel feature sets, in addition to five features which they chose by 
analyzing the usage frequency of various features used in the literature. The first novel feature 
set used the average Levenshtein distance between the domain and the linked resources for 
each type of resource. The second feature set was the rate of secure access for linked pages for 
each type of resource. The authors collected data from two sources: Yahoo Directory for 
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legitimate pages, and PhishTank for phishing pages. The collection process was focused on 
internet banking. After preprocessing, the collected data set contained 1448 phishing websites 
and 686 legitimate websites. The data set was split into training and testing data sets in a ratio 
of 80% to 20%, respectively. The authors first trained a support vector machine classifier with 
polynomial kernel of degree 3. Later, the authors used a method from the literature to extract 
approximate, yet simple and explainable rules from the support vector machine classifier. The 
proposed solution achieved 98.86% accuracy on the testing data set. However, the data set 
used was small; especially the test data set, which contained only 103 and 73 phishing and 
legitimate websites, respectively. 

Similarly, Montazer et al. [7] proposed a phishing detection system for e-banking. The 
authors prepared 28 features at the start, using a feature selection algorithm based on rough set 
theory on 50 instances of banking websites. They determined that six features were the most 
distinguishing and disregarded the others. The six features were Length of URL, Certificate 
authority, Distinguished names certificate, Abnormal URL of anchor, Abnormal server form 
handler (SFH), and Adding a prefix or suffix. The authors used five classes for the websites, 
with varying degrees from legitimate to phishing. The author used a fuzzy expert system with 
these features. The proposed solution showed 88% accuracy on the 50 banking websites. 

Abdelhamid et al. [8] tackled the problem of website phishing detection using Multi-label 
Classifier-based Associative Classification, which provided an explainable model. The data 
set used contained 16 features, which were chosen from the literature based on frequency 
analysis against the data set. The authors collected data from Yahoo Directory, PhishTank, and 
Millersmiles, in total collecting over 1350 different websites. The proposed solution achieved 
roughly 94% accuracy. 

Using the data set from [9], Ferreira et al. [10] proposed an ANN model for phishing 
detection. The data set contained 30 features and 11,050 records. The authors reduced the size 
of the data set to 3000 for convenience of preprocessing, on which they trained the model on 
2000 records from the dataset (where it achieved an accuracy of 87.61%) and tested it on the 
remaining 1000 records, on which it achieved an accuracy of 98.23%. Although the model 
achieved high accuracy on the test data, its performance on the training data itself was lacking. 

Furthermore, Babagoli et al. [11] used the same data set from [9] to experiment with feature 
selection methods and meta-heuristic algorithms. The authors utilized wrapper, which they 
found superior to decision tree-based feature selection, to select 20 features. The models used 
were non-linear regression based on a modified harmony search and SVM. The models 
achieved 92.80% and 91.83%, respectively, using 10-fold cross-validation. 

Adebowale et al. [12] proposed a phishing detection system which used an Adaptive 
Neuro-Fuzzy Inference System algorithm for classification. The proposed solution considered 
the features of Search index, Security & encryption, URL, Domain identity, JavaScript, frame, 
and images. The authors used both information gain and chi-square methods for feature 
selection. The authors combined two existing data sets of sizes 8355 and 2500. Both had the 
same 30 attributes. The authors added an additional 2145 websites from PhishTank, making 
the overall data set 4898 phishing websites, 1945 suspicious websites, and 6157 legitimate 
websites. Their approach showed 98.3% accuracy. 

Li et al. [13] proposed a phishing detection system based on minimum enclosing ball SVM 
classification, which has a shorter training time compared to regular SVM. The system had 12 
features, which were extracted from the DOM tree of the web page. The authors collected 400 
phishing websites and 400 legitimate websites from PhishTank and from well-known 
classified websites. Their proposed solution achieved 0.963 F-measure on a testing sample of 
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100 phishing websites and 100 legitimate websites. The main limitation was that the test 
sample was very small. 

Abutair et al. [14] proposed a weighted KNN model, where the weights and features 
selected were based on information gain and genetic algorithms. Their work was evaluated on 
two collected data sets of sizes 500 and 750. The features used were mostly extracted from the 
URLs, in addition to various features related to ranking and internet presence. The best models 
achieved 95.81% accuracy on the smaller data set and 96.26% on the larger data set.  

Finally, Yi et al. [15] proposed a deep learning phishing detection solution. Their proposed 
solution is very different from our proposed solution as it depend on complex predetermined 
features. The proposed solution is based on a deep belief network with SVM on the last layer. 
The proposed solution depends on three binary features which are based on URL and domain 
age. Additionally, the proposed solution depends on five interaction-based features which are 
the frequency of visits from user, the usage of a well-known browser, existence of cookies and 
two other features which were based on the graph structure of traffic flow. The proposed 
solution was trained and evaluated based on real IP flows from an Internet service provider. It 
was trained on a data set based on 40 minutes of traffic and was evaluated a data set based on 
24 hours of traffic. The dataset was labeled by some blacklist. The training data included 
36,729 unique URLs, while the testing data set included 1,982,005 unique URLs. The 
proposed solution achieved 89.6% accuracy and 89.2% recall. 
 

Table 1 summarizes all the models discussed. Most of the models achieved high accuracies; 
however, we cannot use these accuracies for accurate benchmarking, due to the differences in 
the datasets and evaluations, especially when the differences were small. 

 
Table 1. Summary of Related Works 

Paper Model Dataset 
size 

Accuracy 

Sahingoz et al. [4] Random Forest 73,575 97.98% 
Zouina et al. [5] SVM with Gaussian kernel 2000 95.80% 

Moghimi et al. [6] Extracted rules from third-degree polynomial 
SVM 2134 98.86% 

Montazer et al. [7] Fuzzy expert system 50 88% 

Abdelhamid et al. [8] Multi-label Classifier-based Associative 
Classification 1350 94% 

Ferreira et al. [10] ANN 3000 98.23% 

Babagoli et al. [11] Non-linear regression based on modified harmony 
search 11,050 92.80% 

Adebowale et al. [12] Adaptive neuro fuzzy inference system 13,000 98.3% 
Li et al. [13] Minimum enclosing ball SVM 800 NA 

Abutair et al. [14] Weighed KNN based on genetic algorithms and 
information gain 750 96.26% 

Yi et al. [15] Deep belief network with SVM on last layer 2,018,734 89.6% 

4. Methodology 
In this section, we discuss the used data sets, the preprocessing steps performed, our proposed 
CNN, the competing models, the experimental setup, and the relevant statistical measures. Fig. 
1 gives an overview of our proposed solution. 
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Fig. 1. Overview of the Proposed Solution. 

 

4.1 Data sets 
In our experiments, we use two data sets: the large data set we collected, comprised of 
2,220,853 legitimate URLs and 2,353,933 phishing URLs. As shorthand, in this paper we will 
refer to this large URL phishing detection data set as the MUPD data set. We will describe the 
collection process of the MUPD data set in this section. In addition, we also use the data set 
published by Sahingoz et al. [4], which we will refer to as the Sahingoz data set.  

The MUPD data set had a different source for legitimate and phishing URLs. The source for 
phishing website URLs was PhishTank, which was similarly used by most of the works we 
reviewed in the related works section. We only considered phishing websites which were 
verified as phishing on PhishTank. PhishTank lets users publish and verify phishing websites. 
PhishTank defines phishing as "a fraudulent attempt to get you to provide personal 
information, including, but not limited to, account information". For practical purposes, we 
defined the phishing websites in the MUPD data set as those websites that were verified on 
PhishTank. This practical definition may sometimes conflict with what is usually regarded as a 
phishing website, because the users who submit and verify websites as phishing may make 
mistakes or have different ideas of what is considered phishing. In short, we declare that all 
considerations about how accurate phishing URLs in the MUPD are outside the scope of this 
paper. Finally, we note that PhishTank included the reported date of each phishing URL, 
which we make use of in one of our experiments. The phishing URLs we retrieved were dated 
from September 29th, 2006 to October 30th, 2018. The main critique we have for most of the 
works we surveyed is the small sizes of the datasets used, which may decrease confidence in 
the evaluation of the models as a small data set is usually accompanied with difficulties in 
sampling. For example, a set of legitimate websites collected from top 1000 popular websites 
probably represent popular websites more than legitimate websites. Furthermore, smaller data 
sets are more prone to overfitting. The main difficulty on collecting phishing websites, which 
limited the size of the data sets in most works, is that phishing websites are usually short-lived. 
Even if the website is accessible and gives a response, it may not be the phishing website itself; 
it could, for example, be a response from the domain provider that the domain is no longer 
used. Many features require the phishing website to be online, such as the content of the page. 
Websites like PhishTank record phishing URLs, but do not preserve their content. 

The source for the legitimate websites was the top 10 million domains list from DomCop 
[16]. This ranking is based on data that had been collected over the 7 years before July 2017. 
We assumed that the running websites on the top 4 million domains from this list were 
legitimate. Similar assumptions have been used in many of the related works discussed above. 
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We believe that this assumption is reasonably accurate for two reasons: The first is that we 
observed that most phishing websites are short-lived, whereas this data was over two years old. 
The second reason is that gaining and maintaining page rank is not easy, more so for phishing 
websites which would be black-listed and reported, for example, by web browsers. Similarly, 
to phishing websites any considerations of how accurate the legitimate URLs in the MUPD 
data set are outside the scope of this paper. To collect the legitimate URLs, we wrote a 
program to retrieve the index page (if it existed) for each of the top 4 million domains and, 
from the index page, retrieved a random internal URL. This was done to avoid using only 
index URLs, which would make classification simple and useless as a simple rule to classify 
index pages as legitimate websites would achieve very high accuracy. 

4.2 Preprocessing 
We performed the following preprocessing steps to generate the data sets we published: 
sampling to ensure a balanced data set, data deduplication, and splitting the data set into 
training, validation, and testing data sets. We performed two additional preprocessing steps in 
memory: URL scheme removal and conversion of URLs to ASCII lower case.  

Due to the nature of the collection process, the collected data sets usually contained many 
repeated URLs or different URLs from the same host. For example, many pages from the same 
phishing website were frequently reported as phishing pages. Similarly, our collection process 
using the top domains may have resulted in repeated hosts due to various reasons, such as http 
redirects. This was not exclusive to our collection process, as the Sahingoz data set also 
contained repetitions. When we performed data deduplication, we removed repeated URLs 
and URLs with repeated hosts. The goal of the deduplication was to make the evaluation fairer 
and to prevent models from memorizing the host. 

Having a balanced data set is usually preferable in binary classification problems, especially 
when the accuracy metric is used. Although the MUPD data set was balanced before 
deduplication, when the deduplication was performed, the phishing URLs (which were more 
commonly repeated in the data set) represent roughly only one third of the new data set. To 
solve this problem, we used a random sample of 1,200,000 legitimate URLs. With this sample, 
we were able to obtain a balanced data set of1,167,201 phishing URLs and 1,140,599 
legitimate URLs after deduplication. For the Sahingoz data set, we ended up with 11,696 
phishing URLs and 14,356 legitimate URLs after deduplication, as compared to the original 
data set which had 36,400 legitimate URLs and 37,175 phishing URLs. Table 2 summarize 
the sizes of data sets used in our experiments. 
 

Table 2. Sizes of data sets used in our experiments. 
 Legitmate Phishing 
MUPD data set 1,140,599 1,167,201 
Sahingoz data set 11,696 14,356  
Sahingoz data set (No Preprocesing) 36,400 37,175 
 
Finally, we split each data set into training, validation, and testing data sets in the following 

proportions: 0.6, 0.2, and 0.2, respectively. We performed the data set split randomly. In 
addition, for the MUPD data set, we also performed a split based on date, where older phishing 
URLs were kept in the training data set and newer phishing URLs were kept in the testing data 
set, with the validation data set being in between. Legitimate instances were always split 
randomly, because we could not associate time with them (unlike the phishing instances, 
which had a report date). In the date split for the MUPD data set, the training data set contained 
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phishing instances from September 2006 to September 2013, the validation data set was from 
September 2013 to August 2015, and the testing dataset was from August 2015 to October 
2018. Interested authors can contact us for the data sets. We encourage the usage of all these 
data sets to benchmark against our proposed solution.  

Depending on the URL scheme, the model may be less robust; so, for our preprocessing, we 
additionally removed the scheme for all URLs. To illustrate how the scheme may lead to a less 
robust model, Table 3 shows the number of occurrences of HTTP and HTTPS for the phishing 
and legitimate URLs in the MUPD data set. Based on the data in this table, simply predicting 
legitimacy if the URL scheme was HTTPS and phishing otherwise, an accuracy of 73.98% can 
be achieved. Such a model is not very robust, because the scheme distribution will probably 
not stay the same; especially as the use of HTTP becomes associated with phishing or insecure 
websites. In addition, the use of HTTPS has become easier. Finally, to reduce the size of 
alphabet needed for our proposed CNN, we converted every URL to ASCII lower case. 
 

Table 3. HTTP and HTTPS occurrences in the MUPD data set. 
 HTTP HTTPS 
Legitimate 563,247 577,352 
Phishing 1,129,904 37,297 

 

4.3 Proposed CNN 
In this section, we detail our proposed phishing URL CNN, which we will refer as PUCNN 
throughout the rest of the paper. We designed the PUCNN architecture based on a few initial 
experiments on the validation data set. Many of the architectures we experimented with also 
achieved similar accuracies on the validation data set, and some of the more complex 
architectures achieved a slightly better accuracy. We opted for our chosen architecture due its 
simplicity and high accuracy. Fig. 2 shows the PUCNN architecture. As can be seen from the 
embedding layer, we limited the input length to 256 letters, where additional letters (if any) are 
not input to the CNN. We believe that 256 letters would be enough, as most URLs are small 
and the start of the URL is usually enough, as it contains the domain. We chose an alphabet of 
69 letters, including the English lower-case alphabet, numbers, and various other characters.  

In the embedding layer, each character from the alphabet is converted into a vector of the 
embedding size. We chose the embedding size as 128. The embedding layer was the input of 
the one-dimensional convolutional layer with a tanh activation function and kernel width of 10. 
The output of the one-dimensional convolutional layer was then used as the input to a global 
max pooling layer. The output of the pooling layer was used as the input to two fully 
connected neural network layers with 128 nodes each with a SELU (Scaled Exponential 
Linear Unit) activation function. The weights of the fully connected layers are initialized using 
a Lecun Normal Distribution. Finally, the output layers used a Softmax activation function 
with two output nodes. Similarly, a Sigmoid activation function with one output node may be 
used, because the problem was binary classification. We used categorical cross-entropy as the 
loss function and used the Adam optimizer. We set the number of epochs to 25 or 100 
depending on the data set size. After each epoch, the model was evaluated on the validation 
data set. The model with the highest validation accuracy was chosen. Table 4 summarize the 
parameters of PUCNN. 
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Fig. 2. The Proposed PUCNN Architecture. 
 

Table 4. PUCNN Parameters 
Parameter Value 

Input length limit 256 
Alphabet English lower-case alphabet, numbers, and 

various other characters 
Alphabet Size 69 

Character embedding size 128 
Convolutional layer activation function tanh 

Convolutional layer kernel width 10 
Optimization Algorithm Adam optimizer 

Loss function Categorical cross-entropy 
Dense layers weights initialization Lecun Normal Distribution 
Dense Layers activation function SELU 
Output layer activation function Softmax with two output nodes 

Number of epochs 25/100 
Model selection criteria Validation accuracy 

 

4.4 Competing Models 
We used the solution by Sahingoz et al [4]—RandomForest-NLP—as our main contender, due 
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to its various similarities to our proposed solution. First, it utilizes URLs only, making its 
usage scenarios similar. In addition, it was also trained and tested on the relatively large 
Sahingoz data set, which increases the confidence of its performance. The Sahingoz data set 
has been published, so we could train and evaluate our model on it. Furthermore, 
RandomForest-NLP provides a good contrast for our solution, as it was based on complex 
predetermined features. Finally, the solution is recent and has achieved high accuracy. 

Although RandomForest-NLP was our main contender, we also wanted to see how models 
based on simple and common URL features would fare. We chose the following features: 
whether the host is an IP, number of dots, number of hyphens, number of numbers, length, and 
whether the URL contains an @ symbol. We chose these features because they were common 
throughout the related works and were simple to replicate. 

We performed the experiments with these features on the following models: SVM with 
linear kernel, SVM with Gaussian kernel, SVM with third-degree polynomial kernel, 
RandomForest, J48, KNN with K=1, and KNN with K=5. For training the SVM and KNN 
models on the MUPD dataset, we had to use random sampling to remove half of the data set, as 
the training time was too long with the full amount. With only these simple features, it may be 
expected for the models to have fared worse than the CNN; yet, the result of these models is 
still useful, as it is indicative of the performance of models that use such simple URL features. 
In fact, many studies in the literature have used models which depend on such simple URL 
features, in addition to other non-URL features (e.g., ranking). 

4.5 Experiments setup 
We performed four experiments: The first two experiments were on our MUPD data set and 
the latter two were on the Sahingoz data set (i.e., the data set used to train and evaluate 
RandomForest-NLP in [4]). We expected PUCNN to train better and be evaluated more 
accurately on our MUPD dataset which was much larger; however, with the Sahingoz data set, 
we were able to perform direct comparisons with the accuracy of RandomForest-NLP. The 
fourth experiment was the only experiment without data preprocessing, as we needed to be 
able to perform comparisons with the accuracy of RandomForest-NLP, which was evaluated 
without our data preprocessing. The difference between the third and fourth experiments was, 
thus, useful in estimating the effects of the preprocessing in our evaluation. In every 
experiment—except for experiment 2—the data set was split randomly. In experiment 2, we 
performed the data set split by date to find approximately how PUCNN would fare, had it been 
trained once and then used for three years without updating. Table 5 summarizes the setup of 
our experiments. 
 

Table 5. Setup of our Experiments. 
Ex # Data set Epochs Preprocessing Split 

1 MUPD Data set 25 Yes Random 
2 MUPD Data set 25 Yes Date 
3 Sahingoz Data set [4] 100 Yes Random 
4 Sahingoz Data set [4] 100 No Random 

 
For the reproducibility of the experiments, we used seeded RNGs. However, we had to use 

GPUs to train PUCNN in a reasonable time. GPUs, due to their parallel nature, make the 
results not entirely reproducible and small differences may be perceived. We also note that we 
could not use 10-fold cross-validation for evaluation, as in the evaluation of 
RandomForest-NLP, because it was computationally expensive and is not practical for 
training deep learning models. 
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4.6 Statistical Measures 
Four statistical measures popularly used to determine the accuracy of classification models are 
precision, sensitivity, F-measure, and accuracy. They are calculated as follows: 
 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

  (2) 
 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

 (3) 
 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹+𝐹𝐹𝐹𝐹

 (4) 
 

𝐹𝐹 −𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 = 2 ⋅ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃⋅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃+𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

 (5) 
                                 

 
where TP, TN, FP, and FN are the occurrence number of the model prediction of true positives, 
true negatives, false positive, and false negatives, respectively. 

We note that a high precision is preferable in situations where false positives are not 
preferred while a high recall is preferable when false negatives are not preferred. In the case of 
website phishing detection, high precision means lower number of legitimate websites 
classified as phishing websites while high recall means lower number of phishing websites 
which were classified as legitimate. Both of precision and recall are important depending on 
the usage scenario. For example, it may be preferable to have high precision on personal 
devices, while in the other hand for some firewalls it may be preferable to have high recall. 
F-measure is the harmonic mean of precision and recall.  
 

In this work, we mainly used the accuracy measure for comparisons, because it is the 
common denominator in the related works reviewed; as it was not provided in only [13], which 
provided F-measure, precision, and recall but did not provide accuracy. However, we also 
provide the other statistical measures for PUCNN. 

 

5. Results and Discussion 
In these sections, we first show benchmarks between accuracies of PUCNN and 
RandomForest-NLP, the URL-only model we discussed in the related works. Then, we show 
the accuracy of PUCNN in our MUPD data set and how the type of split affected the accuracy. 
After that, we also show how the date split affected the accuracy of the other competing 
models in both the validation and testing data sets. Next, we show the other statistical 
measures for PUCNN. Finally, we show the accuracies of all the models we trained and 
evaluated in all the experiments. 

Fig. 3 shows the accuracies of PUCNN and RandomForest-NLP on the same data set. The 
figure provides direct comparisons, as PUCNN was trained and evaluated on the Sahingoz 
dataset, which was also used for training and evaluating RandomForest-NLP. The main 
difference in the evaluations was that RandomForest-NLP was evaluated using 10-fold 
cross-validation, whereas we had to split the data set into training, validation, and testing data 
sets due to the long training time of PUCNN. PUCNN with data preprocessing had a slightly 
lower accuracy. This may partly be explained by the number of repetitions being quite high in 
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the Sahingoz data set, in addition to the removal of URL schemes. We do not know how much 
the data preprocessing would have affected the accuracy of RandomForest-NLP, but the 
proposed PUCNN showed a 4.58% decrease in accuracy. However, without the data 
preprocessing, PUCNN outperformed RandomForest-NLP slightly. 

 
Fig. 3. Direct Comparison of the proposed method with RandomForest-NLP on the Same Data set. 

 
Fig. 4 shows the accuracies of the PUCNN on our MUPD data set with the two different 

types of data set split. In the random data set split, PUCNN achieved an accuracy of 
approximately 96%, whereas it achieved approximately 94% accuracy on the smaller 
Sahingoz data set. This increase could be because the MUPD data set was larger and more 
representative, improving the models and/or their evaluations. In addition, other differences 
between the data sets could have had an effect. 
 

 
Fig. 4. Accuracy of the proposed PUCNN, based on Type of Split. 

 
As can also be seen from Fig. 4, the accuracy of PUCNN decreased by 7.5% when using the 

date split, in comparison to the random split. In the date split, the training data set contained 
older phishing instances and the testing data set contained newer phishing instances. This 
difference was large, especially when considering that phishing URLs represented 
approximately half of the dataset. These results may indicate that phishing URLs are not 
independent and identically distributed. and that models should be restrained and improved 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 14, NO. 7, July 2020                                          2765 

more frequently for better results in practice. The models had better accuracies in the 
validation data set, which was in the middle of training and testing data sets in term of the age 
of the phishing instances. However, for PUCNN, the model was chosen based on the accuracy 
of the validation data set, which could be a partial cause of this increase. 

Fig. 5 shows how the validation data set also had better accuracies for the other models. We 
did not include all the models, for sake of brevity. These results are more interesting for the 
non-CNN models, as the validation data sets were not used in the choice of model at all. This 
may be an indication that, with time, the characteristics of phishing URLs change; however, 
further study is necessary in order to draw more definite conclusions. 

 
Fig. 5. Validation and Test Data set Accuracies using the Date Split. 

 
In Fig. 6 we show all the statistical measures for PUCNN. The results are from experiment 1 

where we used random sampling to split the MUPD data set. As can be seen from the figure 
PUCNN showed high results in all the statistical measures. The results are very close to each 
other; however, we note that that the precision is slightly higher than recall. 

The accuracies of every experiment on the testing data set are shown in Table 6. PUCNN 
showed good results in all experiments; although it did not perform as well in experiment 2, 
where it was trained on phishing instances from 2006–2013 and tested on phishing instances 
from 2015–2018. Other models had much lower accuracy overall, which may be natural due to 
the number and simplicity of the features extracted. However, we have seen these simple 
features used in many of the works we reviewed as URL features, in addition to non-URL 
features (e.g., ranking). Although the models performed well due to the different types of 
features they used, by using only these simple URL features they did not utilize the 
information provided by the URL as well as our model. This could be a key to improving 
non-URL only models, which we would like to investigate in a future work. 
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Fig. 6. Results of PUCNN. 

 
Table 6. Overall Accuracies. 

Model / Ex# 1 2 3 4 
PUCNN 95.78% 88.54% 93.65% 98.22% 
SVM-Linear 73.77% 59.68% 63.65% 66.08% 
SVM-RBF 71.74% 57.54% 65.86% 65.93% 
SVM-Polynomial 50.56% 50.58% 54.25% 52.24% 
J48 76.98% 63.15% 73.13% 74.49% 
RandomForest 76.62% 62.61% 71.41% 75.11% 
KNN-1 71.79% 60.19% 70.04% 74.83% 
KNN-5 73.82% 61.61% 71.89% 74.19% 

6. Conclusion 
In this work, we proposed a robust phishing detection solution which utilizes a character-level 
CNN on URL data. In contrast to having a set of predetermined URL features, such as the 
number of dots and the length of the URL, the URL itself was used as the input to a 
character-level CNN which handles it as a sequence of characters. To train and test our 
proposed solution, we collected over 2 million URLs, which we split into training, validation, 
and testing data sets. We proposed a CNN architecture which achieved approximately 96% 
accuracy on the testing data set. Our proposed CNN achieved this accuracy with the URL 
scheme removed, meaning that our model did not depend on URL schemes such as HTTPS. 
Additionally, the proposed CNN outperformed a state-of-the-art URL-only model. In addition, 
the proposed solution also outperformed various machine learning models based on 
commonly used simple URL features on the collected data set. 

To further evaluate our proposed solution, we additionally performed a data set split of the 
phishing instances based on the date; that is, the training data set took phishing instances from 
2006–2013, the validation data set took phishing instances from 2013–2015, and the testing 
data set contained phishing instances from 2015–2018. This resulted in a 7.5% decrease of 
accuracy. Although the accuracy was still good, the decrease was still significant; considering 
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that the data split affected only the phishing URLs, which were approximately half of the data 
set. The results of our proposed CNN and the results of the other models suggested that the 
phishing data we have collected may not be independent and identically distributed and that 
models may need to be retrained or improved continuously with new data for better results in 
practice. 
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