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Abstract 
 

The health and safety of elderly and disabled patients who cannot live alone is an important 
issue. Timely detection of sudden events is necessary to protect these people, and anomaly 
detection in smart homes is an efficient approach to extracting such information. In the real 
world, there is a causal relationship between an occupant’s behaviour and the order in which 
appliances are used in the home. Bayesian networks are appropriate tools for assessing the 
probability of an effect due to the occurrence of its causes, and vice versa. This paper defines 
different subsets of random variables on the basis of sensory data from a smart home, and it 
presents an anomaly detection system based on various models of Bayesian networks and 
drawing upon these variables. We examine different models to obtain the best network, one 
that has higher assessment scores and a smaller size. Experimental evaluations of real 
datasets show the effectiveness of the proposed method. 
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1. Introduction 

Nowadays, the tendency to live alone and independently is increasing. For patients and 
elderly people who have this type of lifestyle, there are concerns over depression and sudden 
incidents such as falling, heart attack, and unconsciousness [1]–[3]. The easiest solution to 
this problem is hiring a nurse, but the excessive cost of this method and invasion of patients’ 
privacy do not allow using this method all the time. Rapid advances in technologies related 
to sensors and machine learning algorithms and using remote control systems for healthcare 
have provided another viable option to solve this problem. These systems are examples of 
smart homes. Today, because of the development of the Internet and the related technologies, 
the idea of smart home has moved from the design stage in laboratories to common people's 
lives [4],[5]. Smart homes have a multi-layered architecture as shown in Fig. 1 [6]. It 
includes four layers: physical layer (environment, objects, and residents), communication 
layer (wired and wireless sensor network), data processing layer (data storage and machine 
learning algorithms), and interface layer (a software such as a mobile phone application). 
Sensors get the residents’ activities and the environment state, and transfer sensory data to 
the data processing layer on a server, where the data is analyzed. The users get the results 
(such as alarms) and interact with the smart home via an interface software. 

 
Fig. 1. Multi-layered architecture of a smart home [6] 

 
Main applications of smart homes are automation tasks aimed at reducing energy 

consumption and increasing comfort at home, activity recognition for a variety of purposes 
such as activity reminders for Alzheimer's patients, remotely monitoring people's health by 
controlling the vital signs of an individual, and improving security to prevent adverse events 
[4], [7]. For security improvement at smart homes, different aspects and threats should be 
considered: detection of intruders (e.g, detection of unusual entry and prevention of entry 
when an anonymous person intends to enter the home), detection of health events (e.g, 
recognition of an elderly person who lies on the floor without any movement), and detection 
of physical changes in the environment (e.g, detection of high temperatures or specific gases 
in the air when part of a building block is burning, and warning other occupants to leave the 
complex) [5], [7].  Such systems use previously collected sensing data about an occupant’s 
interaction with home furniture and appliances, assess these data using a danger detection 
algorithm, and take appropriate action based on the level of danger [8]. However, these 
homes, along with the mentioned benefits and applications, face challenges such as high 
installation and maintenance costs, invasion of occupants’ privacy, unauthorized entry into 
the home software system and raising the temperature of the heater and causing of house fire, 
or failure in the smart home hardware, which can bring about unwanted results [4], [5], [9]–
[11]. 
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In recent years, many research projects on smart homes have focused on understanding 
occupants’ behavior from sensory data or categorizing them [12]–[15]. Moreover, some 
studies have been conducted to detect anomalies and predict activities and events [16], [17]. 
In the present paper, we want to detect anomalies in the pattern of life of an individual in a 
smart home in order to detect health events.In this paper, anomaly or outlier is defined as a 
datapoint or an object that is different from the rest of datapoints or other objects. Along the 
same line, the term normal is used to describe an object or datapoint not significantly 
different from others [18]–[20]. Anomalies can be classified into three categories: point 
anomaly, contextual anomaly, and collective anomaly. Point anomaly is a set of datapoints 
with considerable deviation from the rest of the data, and its major challenge is establishing 
an appropriate criterion for calculating the deviation [21]. For example, staying in a 
bathroom for a longer-than-normal period of time can be classified as a point anomaly. 
Contextual anomaly is a set of datapoints or objects fundamentally different from others in a 
specific context [21]. This means that point anomaly is a subcategory of contextual anomaly 
whose implicit context is considered null. As a real-life example of contextual anomaly, 
sleeping in on an off day is considered normal, but sleeping in on a workday is regarded as 
an anomaly. Or eating food in the kitchen is normal, but eating food in the bathroom is 
considered as an anomaly. Collective anomaly is a subset of objects and datapoints that 
fundamentally deviates from the whole dataset [21]. For instance, if the sensors of the 
kitchen cabinet and the oven switch on and following that, the sensors of the bedroom and 
the workout room switch on, then this sequence of events is considered as an anomaly. 
However, each of these events can be regarded as normal events on its own. 

Various studies have been performed on anomaly detection in smart homes through the 
use of different kinds of sensors and various algorithms. Most of these research attempts are 
concerned with the detection of anomalous activities [8]. However, these methods suffer 
from an extra error during activity recognition. Some studies also use probabilistic graphical 
models as a tool to model normal and abnormal behavior [16], [17]. A person performs his 
or her daily activities habitually and on a regular basis or based on a causal relationship, such 
as taking a bath after an exercise to cleanse the body. In addition, the behavior of human can 
include substantial amount of uncertainty. Bayesian networks are suitable tools to analyze 
causal relationship in the presence of uncertainty [22], [23]. Various studies with different 
backgrounds have used Bayesian networks for anomaly detection [24]–[27]. The aim of the 
present paper is to detect anomalies at the right time to avoid dangerous incidents when a 
person interacts with home objects. It sets out to improve anomaly detection in smart homes 
by extending functionalities to analyze raw sensory data and obtaining appropriate directed 
probabilistic graphical models (Bayesian networks). The idea is to calculate the probability 
of the current sensor that switches on so that the model can generate an alarm if the 
probability is lower than a certain level. For this purpose, we develop different models of 
Bayesian networks with different sizes and evaluate them to obtain the most appropriate 
network with suitable causal relationships between random variables. The present study is 
innovative in that it detects anomalies at smart homes by modeling and training sensory data 
through the use of Bayesian networks. Moreover, finding the optimal structure of Bayesian 
networks leads to higher assessment metrics and a smaller size by presenting an algorithm to 
remove unnecessary random variables. (We consider first-order Markov property and  
training and evaluate Bayesian networks using different subsets of random variables).The 
rest of the paper is organized as follows. Section 2 reviews related work on anomaly 
detection in smart homes. Section 3 briefly explains the steps involved in developing a 
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Bayesian network. The proposed method is described in Section 4 and is experimentally 
evaluated and discussed in Section 5. Finally, Section 6 concludes the paper. 

2. Related work 
Various methods have been used for anomaly detection in smart homes. These approaches 
can be categorized according to different criteria such as sensor types, the algorithms used, 
and the level of data analysis. 

2.1 Categorizing anomaly detection methods based on sensor types 
Zhu et al. [16] categorized anomaly detection methods in smart homes into three classes 
depending on sensor types: visual-based sensors, wearable sensors, and distributed sensors. 

Visual-based methods: These can extract useful information such as location and the state 
of the face from the images taken to recognize patterns and detect anomalies. The main 
problem with this approach is the invasion of individual’s privacy [16], [28]. 

Methods using wearable sensors: Wearable sensors are widely used in health systems and 
sports. Depending on their applications, they are attached to a specific part of the body to 
monitor health and location and to detect motion. Unlike visual-based methods, they do not 
have the blind spot problem, but wearing the sensor for a long time is difficult for occupants 
[16], [29]. 

Methods based on distributed sensors: With these methods, sensors such as pressure and 
motion sensors are attached to different parts of the home to monitor the environment and 
the activities of occupants. These sensors are the most used sensors in smart homes because 
of their reliability, low costs, and ease of installation [6], [8], [16], [29], [30]. 

2.2 Categorizing anomaly detection methods based on the algorithms used 
Anomaly detection can also be divided up into several categories according to the algorithms 
employed [8]. 

Statistical methods such as histogram: Song et al. [31] consider places where an occupant 
has performed a certain activity a lot of times. Behavioral changes and anomalies are 
detected according to daily histogram changes. This method shows the frequency at which 
an activity is repeated. However, it cannot show the interdependence between the features. 

Probabilistic models: Cardinaux et al. [32] extracted the characteristics of activity level, 
activity duration, the number of sensors participating in the activity, and the starting time of 
an activity and trained a Gaussian mixture model (GMM) based on these characteristics. The 
GMM can takes account of all the features for modeling, but it does not fit when the work 
comes with a large number of dimensions or features. 

Neural networks:  Novák et al. [33] used self-organizing map (SOM) for clustering and 
modeling the activities. After the training process, activities that deviate from the cluster 
group are detected as an anomaly. This study only considers activities that extend beyond 15 
minutes, while there are many activities, such as brushing, that may take less than 15 
minutes. Moreover, it should be noted that in a neural network, users cannot add new rules to 
the hidden layer. 

Semantic and rule based methods: Hoque et al. [34] pointed out that failure to use 
semantic rules is one of the main reasons for false positive diagnosis. In this approach, 
specific features are defined for activities on different days of the week. Then, these features 
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are adjusted according to the day of activity and the order in which activities are performed, 
and also based on some health rules such as brushing before going to bed. These methods 
allow human rules to be added and cause a reduction in the rate of false alarms. However, 
they do not manipulate noisy data appropriately. 

Hela et al. [35]  tried to detect the early risk of occurring an anomaly in the environment 
using residents’ activities. For this purpose, they extracted reasons for the occurrence of 
abnormal activities using causal association rules. The extracted reasons are used in Markov 
logical networks to detect the risk of an anomaly in real time. However, they got different 
answers in different time windows.  

Using a combination of algorithms: Yin et al. [36] used a two-phase anomaly detection 
model. In the first phase, the model detects normal activities using a one-class support vector 
machine (OCSVM) so that most of the normal activities would be filtered. The remaining 
suspicious activities are sent to another module, i.e, kernel nonlinear regression (KNLR) that 
uses the hidden Markov model (HMM), for more investigation. In the second phase, KNLR 
calculates the occurrence probability of the sequence of activities via the HMM. If the 
probability is lower than the threshold, this probability is detected as an anomaly. This study 
reduces the rate of false alarms but does not focus on the false negative rate. In the hybrid 
approach proposed by Forkan et al. [37], anomalies in the sequence of daily activities are 
detected using the HMM, behavioral changes in an individual's daily activities pattern 
( changes in the time, time duration or number of times of routine activity in a day ) are 
detected using normal distribution, physiological changes in the vital signs are detected via  
statistical analysis, and then, the output of these methods is sent to a fuzzy module so that the 
final decision about anomalies can be made. This study detects various aspects of anomaly in 
an individual’s life and uses a fuzzy system to combine different anomalies. It reacts 
proportionately to the level of anomalies and reduces false alarms. However, in hybrid 
methods, the error from each of the methods employed will contribute to the final error in 
anomaly detection . 

2.3 Categorizing anomaly detection methods based on the level of data 
analysis 
The present study considers a new classification for anomaly detection in smart homes. Here, 
methods of anomaly detection are categorized into two classes: detection of anomaly in 
activities and detection of anomaly in sensory data. 

Detection of anomaly in activities: These methods are commonly performed in three steps: 
low-level analysis, recognition of activity, and detection of anomalous activity[8]. 

Zhu et al.[16] proposed a method to detect anomalies in four contexts of location, time, 
order, and duration of activities. They used the first-level dynamic Bayesian network with a 
known structure. In these methods, the final error increases due to the combination of 
activity recognition error and anomaly detection error. 

Detection of anomaly in sensory data: These methods involve two steps: analysis of 
sensory data and detection of anomaly in the prepared sensory data. Recognition or 
discovery of activity is omitted in these approaches. Park et al. [38] defined episodes 
consisting of several events and including information about occupants’ location and time 
with the purpose of detecting abnormal episodes. 

Shin et al. [39] used infrared motion sensors and obtained three features: activity level, 
which calculates the instances of motion sensed by sensors for each location in the home; 
motion level; and threshold of non-response interval, which shows the interval between 
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occupants’ motions. They used support vector data description, a type of support vector 
machine (SVM), with a Gaussian kernel to detect anomaly and normal pattern. 

Ordóñez et al. [24] recognized the behavior patterns of occupants by means of the 
Bayesian statistic. They defined three probabilistic features: sensor activation likelihood (to 
detect individual health), sensor sequence likelihood (to recognize consciousness), and 
sensor duration likelihood (to determine the physical condition of an individual). The 
probability of each feature was calculated using Bernoulli, multinominal, and Gaussian 
distributions, respectively. The main advantage of this method is that it uses prior knowledge 
and efficiently and quickly combines this knowledge with the new sensory data via Bayesian 
theory. This study only detects specific aspects of anomaly. 

The aforementioned methods have their advantages and disadvantages. At the level of 
activity, anomaly detection has activity recognition error and anomaly detection error. 
Probabilistic graphical models have been used in a few studies [16], [17], [32], but, to the 
best of our knowledge, no attempt has been made to obtain the best or most appropriate 
graph for the models. The present paper focuses on these cases and aims to determine the 
best structure of probabilistic graphical models by training different Bayesian networks 
through the use of sensory data. 

3. Bayesian networks 
Bayesian networks or belief networks can efficiently solve the problem of uncertainty in 
artificial intelligence. These networks are directed acyclic graphs whose nodes are random 
variables, each with a conditional probability distribution based on its parent. Graph edges 
represent a kind of causal relationship between parents and their children. In such networks, 
the probability distribution of n variables is calculated using Eq. (1) [40], [41]: 

𝑃𝑃(𝑋𝑋1,𝑋𝑋1, … ,𝑋𝑋𝑛𝑛) = �𝑃𝑃(𝑋𝑋𝑖𝑖|𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(𝑋𝑋𝑖𝑖))
𝑖𝑖

    (1) 

The construction of a Bayesian network depends on factors such as complete or 
incomplete data and known or unknown network structure. Building a Bayesian network 
with complete data and unknown structure entails three steps: structure learning, parameter 
learning, and inference [41]. 

3.1 Structure learning 
Network structure indicates how nodes interact with each other. Structure learning is 
performed in score-based or constraint-based ways [42]. 

A score-based algorithm assigns scores to each candidate structure and attempts to obtain 
the maximum score structure using a heuristic search algorithm. There are different scoring 
functions such as Bayesian Dirichlet (BD), K2 Metric, and Bayesian Dirichlet with 
equivalent uniform prior (BDeu) [40]. Recently, it is suggested to use experts’ knowledge 
besides data to obtain a more robust scoring of the structures. As the search strategy, we use 
the K2 algorithm, which is a greedy search exploiting the order of the nodes to make the 
search space smaller [22], [43]. In the well-known K2 algorithm, inputs are the following: a 
set of nodes, an arrangement of the nodes, an upper bound u on the number of parents that a 
node may have, and a database D that consists of m cases. A printout of the parents of each 
node constitutes the output for each node. 

The scoring function of this algorithm is known as K2, which is defined as Eq. (2): 
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𝑔𝑔(𝑥𝑥𝑖𝑖 ,πi) = ∏ 𝑟𝑟𝑖𝑖−1
�𝑁𝑁𝑖𝑖𝑖𝑖+𝑟𝑟𝑖𝑖−1�!

∏ 𝑁𝑁𝑖𝑖𝑖𝑖𝑖𝑖!𝑟𝑟𝑖𝑖
𝑘𝑘=1

𝑞𝑞𝑖𝑖
𝑗𝑗=1    (2)                                                              

The above equation is defined for a Bayesian network that has n discrete random 
variables 𝑥𝑥1, 𝑥𝑥2, … 𝑥𝑥𝑛𝑛. Furthermore, 𝑥𝑥𝑖𝑖 has 𝑟𝑟𝑖𝑖 values 𝑣𝑣𝑖𝑖1,𝑣𝑣𝑖𝑖2, …𝑣𝑣𝑟𝑟𝑟𝑟. 

In Eq. (2), πi denotes the set of parents of node xi, qi is the list of all possible 
instantiations of the parents of xi in database D, ri indicates the list of all possible values of 
the attribute xi, 𝑁𝑁𝑖𝑖𝑖𝑖𝑖𝑖 is the number of cases (i.e, instances) in D, where the attribute xi is 
instantiated with its kth value, the parents of xi in πi are instantiated with the jth instantiation 
in qi, and 𝑁𝑁𝑖𝑖𝑖𝑖 = ∑ 𝑁𝑁𝑖𝑖𝑖𝑖𝑖𝑖

𝑟𝑟𝑖𝑖
𝑘𝑘=1 , which is the number of instances in the database where the 

parents of xi in πi are instantiated with the jth instantiation in qi. 
The constraint-based approach uses the independence test to define constraints on edges 

and tries to find the structure satisfying these constraints [44]. 

3.2 Parameter learning 
After learning the Bayesian network structure, we should learn network parameters. Network 
parameters are the conditional probability distribution of the variables given their parents. 
Parameter learning is the process of estimating these distributions based on the training data. 
As in statistical parameter estimation, there are two main approaches to Bayesian network 
parameter learning, maximum likelihood estimation and Bayesian estimation. The main 
difference between these approaches is that in the Bayesian estimation, we use a probability 
distribution, P(θ), as a prior belief about the environment before observing the data [41]. 

3.3 Inference 
Having the network structure and parameters, we can calculate the probability of each query 
given the state of a subset of network variables. There are two approaches to the inference: 
exact and approximate inferences. The exact inference uses both the conditional 
independence assertions the network makes and the associated factorization of the joint 
distribution to perform an effective inference [41]. The approximate inference attempts to 
obtain an approximation of the query probability through methods such as sampling from the 
network and approximating the original network by a simpler one [45], [46]. 

4. The proposed method 
Based on the Bayesian network models, we will analyse sensory data to detect anomalies in 
smart homes to enhance the safety and health of the occupants. We propose a multi-phase 
architecture and define a set of random variables based on the prepared sensory data. The 
proposed method builds all subsets of the random variables with a size larger than one and 
ensures that the ID of the current activated sensor is a member of all these subsets. We want 
to calculate the probability of the current activated sensor and to estimate a threshold to 
detect anomalies. Different Bayesian network structures are trained on the basis of these 
subsets of random variables. The purpose is to obtain the best graphical model with the 
highest evaluation score. 

The assumptions which are used in the proposed method are as follows: 
• Assumption 1: There are no sensor failures. 
As the purpose is to detect anomalies in the behavior of the occupant rather than the 

sensors themselves, it goes without saying that sensor failure can affect the results. 
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• Assumption 2: An event occurs when the occupant moves between or interacts with 
two sensors (the first sensor switches on and then the second one switches on). We did not 
consider more than two sensors because we considered the first-order Markov condition for 
solving the problem. 

• Assumption 3: The data gathered from the individual’s daily life are normal. We 
made this assumption because we have a one-class problem as the collected data are related 
to the everyday life of the individual. 

The proposed method works in four main phases (Fig. 2): pre-processing, model learning, 
model evaluation, and anomaly detection. 

 

 
Fig. 2. The proposed architecture for anomaly detection in smart homes 

 

4.1 Pre-processing 
This phase consists of reading sensory data, data cleaning, defining random variables, and 
normalization. We read raw sensory data that consist of time and date attributes and the 
on/off states of the sensors. Since we cannot consider an exact time for most daily activities, 
we should consider a few minutes earlier or later as tolerance. Therefore, we map the minute 
part of the time feature into discrete values as ⌊𝑚𝑚/𝑘𝑘⌋ + 1, where m is the minute part of the 
time when a sensor changes its state, k is an integer in {15,20,30}, and ⌊. ⌋ shows the floor 
function. For example, if  time is 11:31, m is 31. For x = 30, time will map to 112. Missing 
data and unused features are eliminated. In training the data, the record from a sensor would 
be deleted if the sensor turned on but did not turn off. We defined a variable called “Day.” In 
the early experiments, at the time of building the Bayesian network structure, this variable 
was unconnected with the other nodes. Thus, we removed the feature because it did not have 
any influence on the results and inference. In addition, we divided the home’s map into 
several parts and added sensor location as a feature. Random variables were defined based 
on the prepared data as in Table 1. 
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Table 1. Random variables used in our system 

Variable Description 
Id1 Identification number for the current activated sensor 
Stime The switching on time of the current activated sensor 
Etime The switching off time of the current activated sensor 
Location1 Current activated sensor’s location 
Id2 Identification number for the previous activated sensor 
Stime2 The switching on time of the previous activated sensor 
Etime2 The switching off time of the previous activated sensor 
Location2 Previous activated sensor’s location 
Day Day of the week 

4.2 Model learning 
This phase includes two parts: structure learning and parameter learning. For structure 
learning, we use the K2 algorithm [22]. To obtain the best structure from the data, we 
consider all subsets of the random variables with a size larger than 2 and consisting of the 
current activated sensor. Then, the network structures are built on each subset using the K2 
algorithm. Parameter learning is performed on each of these structures based on the training 
data. After this phase, we have different Bayesian networks that should be evaluated to 
obtain the best structure. 

4.3 Model evaluation 
Model evaluation is performed in this phase to obtain the best model. We use the Bayesian 
networks in an inference task and select the network with the best performance in this task. 

• Inference: Each test sample is given to the trained models as a query such as  
p (Id1 | evidence), where evidence constitutes the values of the parents of the current 
activated sensor with identifier Id1. In other words, the probability that the current 
activated sensor switches on according to the given evidence is calculated based on the 
trained models. 
• Evaluation: This is to obtain the best model and the suitable threshold. For this 

purpose, we use the area under curve (AUC) criterion, which presents the average conditions 
of the model at various thresholds, and a graph weight criterion (the graph size that is the 
sum of the nodes and the graph edge). 

4.4 Anomaly detection 

The chosen model can be simply used for anomaly detection. When an event occurs, its 
probability is calculated based on this model, and if the probability is lower than the 
determined threshold, it is detected as an anomaly, and an alarm notification is generated. To 
determine the threshold, we define 100 values (i.e, 100 thresholds) between 0 and 1, and 
calculate the F score (evaluation criteria in Section 5.1 below) to compare results of tests 
using these thresholds. The threshold with the highest value for the F score will be selected 
as the final threshold for the model. 
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4.5 Updating the database 
Upon detection of normal or abnormal events, if the event is normal, it will be stored in a 
dataset. However, if the event is abnormal and has regularly repeated itself on the previous 
days and the occupant confirms this, it is added to the normal dataset (due to the change in 
the person’s lifestyle). Otherwise, it is stored in the abnormal dataset. The database is 
updated monthly. 

4.6 The pseudo-code of the proposed method 
Finally, we present two pseudo-codes to show the important parts of the proposed method. 
Algorithm 1 is related to training the probabilistic models and obtaining the best model, 
while Algorithm 2 presents the anomaly detection part. 

 
Algorithm 1 receives the training and testing data and additional knowledge about the 

variables as input. Each step of the outer loop selects a subset of random variables. Structure 
and parameter learning for each subset are performed in the inner loop. The probability of 
each query of test data is calculated by the inference module. The AUC, F-measure, and 
graph weight criteria are calculated to obtain the best model. In the end, the Find-best 
function returns the best model and the best threshold. 

Algorithm 2 receives new events as input and reports anomalies using the selected model 
and threshold. 

 

Algorithm 1 Model Tuning Algorithm 
Input: Training Dataset(Dtrain), Testing Dataset(Dtest) 
Output: Model, Threshold 
1:FOR each subset in RandomVariableSet  
2:  FOR each CVtrain, CVtest in ThisRoundDatasets[subset]  
3:   Trainsubset = Dtrain(Cvtrain) 
4:   Testsubset = Dtest(Cvtest) 
5:  //Structur learning using K2 meter and hill climbing search 
6:   model = StructureLearning(Train) 
7:   //Parameter learning using bayesian estimation algorithm 
8:   normalModel = ParameterLearning(model, Train) 
9:   //Inference for all events in test dataset 
10:  probabilities = Inference(normalModel, Test) 
11:   //Compute AUCs, F1-scores, Graphs wight 
12:  AUCi, Fi, Wi = evaluate(model, probabilities) 
13: //Find maximum AUC, F, Graph-wight 
14: model, threshold = Find-best(AUC, F, W) 
15: Return model, threshold 

Algorithm 2 Anomaly Detection 
Input: Model, Threshold, Event 
Output: Notification 
1: IF GetProbability(Model, Event) < Threshold THEN 
2:  Notification = True 
3: ELSE 
4:   Notification = False 
5: END IF 
6: Return Notification  
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5. Experimental evaluation 
This section presents the experimental results to evaluate the proposed method and other 
alternative approaches using an actual dataset [47]. The Markov property will be verified for 
the problem, and the proposed model will be tested using another validated dataset [48]. 

5.1 Experimental setup 
We use the data from a public accessible dataset (Kasteren dataset) [47] that has been used 
and referred in many studies [14], [15], [49]. It is real data gathered from a single occupant 
in a three-bedroom smart home apartment. They have built a network of distributed sensors 
to monitor all parts of the home.  Sensors have been installed in different parts of the home, 
such as the kitchen cabinet, bathroom, entrance door, and beds, as depicted in Fig. 3. The red 
signs mark the locations of the 14 installed sensors. All are digital sensors and use the RFM 
DM 1810 Kit. 
 

 
Fig. 3. The location of the sensors in the home [47] 

 
 There are 1,318 records in this dataset. Sensory data are collected from the daily life of 

an occupant having lived alone for 28 days. Every record of the raw dataset has three fields: 
start time (i.e, when the sensor switches on), end time (when the sensor switches off), and ID 
(sensor id), which is compatible with real smart homes including distributed sensors. A 
segment of the records of the dataset is shown in Fig. 4.  

 

 
Fig. 4. Kasteren dataset records [47] 

 
We read sensory data in a one-minute time slot. If a sensor switches on and off in 

sequence in this time slot, we combine these records together and convert them into one 
record. For this record, the time when the current sensor first switches on in the time slot is 
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considered its switching on time, and the time when it last switches off in the time slot is 
regarded as its switching off time. The sensory data gathered from daily life are considered 
normal data. We manually generated 100 abnormal data samples for the Kasteren dataset. 
After the dataset was checked, we generated the abnormal records based on unusual behavior 
and statistical information of the dataset that was different from the rest of the dataset and 
had anomaly in time, location, sequence, or interval time between the switching on of the 
sensors; for example, records that had not previously occurred in the locations at a specific 
time, or records from an unusual or rare sequence of the switching on of the sensors. Because 
of complexity of generating manually and  identifying the abnormal records that may exist in 
the real data, we used algorithm proposed by Shin et al. [39] to generate other synthetic 
abnormal samples randomly .We split up the dataset into a training set and a test set. We 
used ten-fold cross-validation to train models on the training set, and to tune its parameters 
(thresholds) and evaluate the performance of the proposed model using the test set. 

Evaluation criteria: 
We use the standard confusion matrix to measure classification performance. The 

confusion matrix consists of the following four cells: 
True Positive (TP): The number of correctly detected abnormal records 
True Negative (TN): The number of normal records correctly considered as normal 
False Positive (FP): The number of normal records incorrectly detected as abnormal 
False Negative (FN): The number of abnormal records incorrectly considered as normal 
The used classification evaluation criteria are as follows [21], [50]: 
• Recall = TP / (TP + FN) 
• Precision = TP / (TP + FP) 
• F1 = (2 × Precision × Recall) / (Precision + Recall) 
• AUC: The area under the Receiver Operating Characteristics (ROC) curve, where 

ROC is a two-dimensional curve that shows the TP rate against the FP rate. 

5.2 Experimental results 
The proposed system is implemented in python. There are a number of open-source python 
libraries to use with probabilistic graphical models and Bayesian networks. We use Pgmpy 
which has many algorithms for structure learning and inference [45]. Four other approaches 
are compared with the proposed model: two manual models with known structures ( Manual-
1 [16], Manual-2  ), OCSVM [36], and naive Bayes. 

5.2.1 The proposed method 
As explained in section 4, we trained all structures based on the subsets of random variables 
and chose the best model based on the results of the evaluations. Bayesian networks have 
limitation to deal with continuous data and we discretized continuous variables (the time of 
switching on/off the sensors). The cost of finding the appropriate structure is high, but it does 
not make a problem during the usage of the system since the model is trained just once. Fig. 
5 shows a number of such learned structures in the Kasteren dataset. 
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Fig. 5. Examples of the trained structures in the Kasteren dataset 

 
Table 2 summarizes the experimental results from the models shown in Fig. 5. The 

results indicate that the location has a strong influence on the current activated sensor. 
Therefore, for the final ordering of variables in K2 algorithm, we put the sensor location 
variable after the switching on/off time of sensors. In addition, we put the Id1 and Id2 at the 
end of the variable order list. According to Table 2, the structure of Fig. 5-f, which has 8 
nodes, gets the best result. 

 
Table 2. Experimental results for the trained structures 

Model Recall Precision F1 AUC Threshold 
3-node (a) 0.970 0.527 0.682 0.708 0.31 
4-node (b) 0.962 0.536 0.688 0.759 0.22 
5-node (c) 0.920 0.747 0.824 0.932 0.27 
6-node (d) 0.952 0.629 0.757 0.851 0.33 
7-node (e) 0.932 0.715 0.809 0.932 0.41 
8-node (f) 0.938 0.968 0.953 0.987 0.10 
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5.2.2 Two manual models with known structures 
We use two Bayesian network models whose structures are known. The first model (Manual-
1) is a first-order dynamic structure based on [16] (Fig. 6(a)). In this structure, the current 
activated sensor depends on the previous sensor (Id2). The structure of Manual-2 is shown in 
Fig. 6(b). In this structure, the current activated sensor relies on the previous activated sensor 
(Id2), its location (Id2_location), and its activation time (Id2_stime). 

 

 
Fig. 6. The structures of Manual-1 (a) and Manual-2 (b) 

5.2.3 OCSVM 
OCSVM is a kind of SVM that uses one class to train data. It learns the classification 
boundary for the normal class, and any data outside this class is detected as an anomaly. For 
OCSVM, we defined the same features as those used in the propounded method and set the 
values of nu and gamma to 0.14 and 0.01, respectively. 

5.2.4 Naive Bayes 
Naive Bayes is a Bayesian network with a strong independence assumption: all the features 
are independent given the class variable (Id1 in our work). 

5.2.5 Comparison of different methods 
Table 3 shows the experimental results comparing the proposed method with the competing 
approaches, and Fig. 7 shows the ROC curves of different methods. According to these 
results, the idea of using Bayesian networks to detect anomalies based on sensory data in 
smart homes is a promising idea and can outperform the competing approaches. This is 
because the network, employed in the proposed approach, is suitable for uncertainties and to 
analyze human behavior and determine the best network. 
 

Table 3. Comparison of different methods 
Method Recall Precision F1 AUC Threshold 
Proposed Model 0.93 0.96 0.95 0.98 0.10 
OCSVM  0.96 0.77 0.85 0.88 NA* 
Naive Bayes  0.84 0.91 0.88 0.91 0.02 
Manual-1  0.92 0.85 0.88 0.92 0.27 
Manual-2  1 0.82 0.90 0.81 0.09 

* NA: Not Applicable 
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Fig. 7. The ROC curves of the models under investigation 

 
Table 4 shows the calculated confusion matrix for the proposed model. A few normal 

records, which rarely occurred in the dataset, detected false positive. And a number of 
abnormal records, which have abnormality in their time, detected false negative. 

 

Table 4. The confusion matrix of the proposed model 
 Predicted class  

 
      Actual class 

 Pos
itive 

Neg
ative 

Posit
ive 93 7 

Neg
ative 3 97 

 

Fig. 8 below illustrates the degree of similarity between the proposed method and the 
alternative approaches in the detection of abnormal and normal events. The values indicate 
that the proposed method is most similar to the Manual-1 method in anomaly detection, and 
it bears the strongest similarity to the Manual-2 method in the detection of normal events. 

 

 
Fig. 8. The percentage of similarity between the proposed method and the alternative methods in the 

detection of normal and abnormal events 
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The proposed method detects anomalies in the events, and not in the activities, so it can 
detect different types of anomalies in the pattern of life. For example, changes in the basic 
pattern of life, such as late waking-up, can be detected because of the unusual start and end 
times of the events (the switching on and off of the sensors) and get a low probability. As 
another example, in the case of lack of mobility, the switching on time of the sensors, and 
also the time interval between the switching on and switching off events become unusual 
after a certain time slot, thereby giving them a low probability and detecting them as an 
anomaly. Experiments show that the proposed model makes it possible to detect all 
anomalies that are related to time and location and also the irregularity in the order and 
duration of the event.  

Note that the symbolic approaches can also be used for anomaly detection in smart homes 
[33], [34]. They encode knowledge by adding rules, but finding the rules is expensive and 
time-consuming. Moreover, to use this approaches for a new setting, it is necessary to find 
new set of rules. Also, they cannot adapt to changes in the daily lifestyle. But the proposed 
model is a machine learning-based method. Thus, for applying it to a new smart home, we 
just need to train the model on the new data without any change to the proposed method. 

Finally, our method may have two limitations. First, our work does not detect anomalies 
related to physiological states and disease symptoms, such as changing in the body 
temperature or unusually increase of heart rate (HR). The second limitation of this approach 
compared to the methods presented in [24], [37] is that it is unable to detect the type of 
anomaly and cannot classify anomalies, so it cannot define different reactions to different 
anomalies (i.e, normal, warning, and alert emergency). 

5.3 Markov property test 
To verify the Markov property of this problem, we implemented the proposed model in 

100 random variable sets of the Kasteren dataset. The sets included random variables that 
have information from 2, 3, or 4 previous sensors. Fig. 9 portrays some of the Bayesian 
networks from these sets after network training. 

 
Fig. 9. Best structure for a network with (a) 3 previous sensors, (b) 4 previous sensors, and (c) 5 

previous sensors. 
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Table 5 presents the evaluation metric of the networks shown in Fig. 9 above. The results 

from these networks were worse than the evaluation results from the best structure (Table 3, 
Proposed Model). 

Table 5. The Result of models that have information about previous sensors 

Model Recall Precisio
n F1 AU

C 
Threshol

d 
3 sensors (a) 0.84 0.98 0.90 0.94 0.05 
4 sensors (b) 0.89 0.72 0.83 0.79 0.17 
5 sensors (c) 0.85 0.76 0.80 0.77 0.13 

 
It can be seen in Table 5 that our model follows the Markov property, indicating that the 

proposed model only requires information of one previous sensor. Adding information from 
more previous sensors (more than one previous sensor) does not increase the evaluation 
metrics and the precision of the model. In the propounded method, all structures were created 
using subsets from a set of random variables, including information from two sensors (i.e, 
the current sensor and the previous sensor). The learning structure of these subsets are part of 
the search tree for situations where we want to determine the best structure using information 
from more than two sensors. Thus, following the Markov property prunes the search tree and 
causes the size of the best structure for the propounded network to be smaller. 

5.4 Testing the proposed model on another dataset 
In this section, we implemented the proposed model in another validated dataset called 
Aruba [48]. This dataset contains raw sensory data collected from the home of a volunteer 
adult over a period of 41 days. The sensor events are generated by 26 sensors placed at 
different locations in the home. Every record of the raw dataset has four fields: date and time 
of the sensor switches on or off, sensor id, and status of the sensor (on or off). We chose data 
for one month from the dataset. Random variables and the conditions of the implementation 
are the same as in the proposed method (Section 5.1). Fig. 10 depicts the best structure after 
evaluation criteria are calculated and compared. 

 
Fig. 10. Best structure for the Aruba dataset 
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The results of the model evaluation (Fig. 10) are summarized in Table 6. 
 

Table 6. Experimental results for the best structure for the Aruba dataset 
Rec

all 
Precis
ion F1 AUC Thres

hold 
0.88 0.97 0.92 0.96 0.02 

 
The best structure for the proposed method in the Aruba dataset is different from the best 

structure created in the Kasteren dataset due to differences in human behavior and the pattern 
of life. This difference indicates that we cannot  always use  a well-known structure [16], [17] 
or use best structure of one resident for another resident in predicting and analyzing human 
behavior in smart homes . 

6. Conclusion 
In this paper, we proposed a multi-phase architecture for anomaly detection using Bayesian 
networks to enhance safety in smart homes. We focused on finding the best network among 
different models with different sizes which obtained the best scores during evaluation. 
Experimental results using real datasets revealed the effectiveness of the proposed method. 
The results also indicated that using a known structure based on prior knowledge is not 
always the best approach to anomaly detection in smart homes. In our experiments, some 
methods were successful in detecting the positive labels and some in detecting the negative 
labels. In our future studies, we intend to improve the model through the use of ensemble 
learning, combining different Bayesian networks instead of selecting one. Moreover, we will 
investigate wearable sensors to provide the model with more useful information. 
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