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Abstract 
 

In the development of commercial promotion, chatbot is known as one of significant skill by 
application of natural language processing (NLP). Conventional design methods are using 
bag-of-words model (BOW) alone based on Google database and other online corpus. For one 
thing, in the bag-of-words model, the vectors are Irrelevant to one another. Even though this 
method is friendly to discrete features, it is not conducive to the machine to understand 
continuous statements due to the loss of the connection between words in the encoded word 
vector. For other thing, existing methods are used to test in state-of-the-art online corpus but it 
is hard to apply in real applications such as telemarketing data. In this paper, we propose an 
improved chatbot design way using hybrid bag-of-words model and skip-gram model based 
on the real telemarketing data. Specifically, we first collect the real data in the telemarketing 
field and perform data cleaning and data classification on the constructed corpus. Second, the 
word representation is adopted hybrid bag-of-words model and skip-gram model. The 
skip-gram model maps synonyms in the vicinity of vector space. The correlation between 
words is expressed, so the amount of information contained in the word vector is increased, 
making up for the shortcomings caused by using bag-of-words model alone. Third, we use the 
term frequency-inverse document frequency (TF-IDF) weighting method to improve the 
weight of key words, then output the final word expression. At last, the answer is produced 
using hybrid retrieval model and generate model. The retrieval model can accurately answer 
questions in the field. The generate model can supplement the question of answering the open 
domain, in which the answer to the final reply is completed by long-short term memory 
(LSTM) training and prediction. Experimental results show which the hybrid word vector 
expression model can improve the accuracy of the response and the whole system can 
communicate with humans. 
 
 
Keywords: chatbot, natural language processing (NLP), skip-gram, long-short term memory 
(LSTM), term frequency-inverse document frequency (TF-IDF). 
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1. Introduction 

The enhance in acceptance of artificial intelligence (AI) has brought about needs for business 
services which assist people to bypass some useless data [1]. One of the technology is natural 
language processing (NLP) [2][3], which develops into chatbot, an important element of 
human-computer interaction [4][5]. Chatbot is recognized as a key element of the 
human-computer interaction [6]. This technology has been extensively used in smart hardware, 
smart home, intelligent robots and other fields. Some famous companies such as Amazon, 
Google and Apple are all focusing on the study of voice interaction. Other well-known 
companies have proposed a series of products related to speech recognition technology [7]. In 
China, chatbot has become one of the mainstream trends in social development, and it has 
increasingly become the largest artificial intelligence system for the recipients. Due to its great 
potential, many entrepreneurial teams have emerged in recent years to research and develop 
voice interaction technologies [8].  

The earliest research work in natural language understanding was machine translation. In 
1946, when British engineer A. D. Booth and American W. Weaver discussed the scope of 
application of electronic computers, they proposed the idea of using computers for automatic 
language translation. In 1949, W. Weaver first proposed a machine translation design scheme. 
Many countries had a large-scale research work in the aspect of machine translation [9]. 
However, the complexity of natural language was apparently underestimated. These research 
do with the so-called rule-based approach. But a large number of grammar rules and dictionary 
entries need to be compiled. It is too difficult for developing an actual system, little progress in 
these studies.  

In the 1960s, the intelligent question answering system appeared. Bert F. Green, Jr. et al. 
proposed a computer program called Baseball to answer questions about storing data in 
ordinary English. In the early 1970s, a method for machines to adapt to ordinary natural 
English conventions was put forward by W. A. Woods et al., which can deal with the 
human-computer communication problems. This approach no longer requires people to fit in 
with the machine [10]. Massachusetts Institute of Technology has also presented a program 
called ELIZA that makes natural language dialogue between people and computers possible 
[11]. Afterwards Terry Winograd et al. proposed a system for answering questions, running 
instruction and accepting message in the responsive English dialog [12].  

It was not until the 1990s that the domain of NLP was greatly developed. The trend of it 
research turned to a probabilistic thinking . As the increase in computer capabilities and data 
store, making access to a large amount of language data occurrence achievable. Combined 
with these language resources and language analyzers with good performance, we are able to 
extract useful language information and exploit practical systems for definite areas [13]. Deep 
Read [14] presented an early automatic reading comprehension system that agreed to input 
arbitrary text and answered questions about it and the research by the bag-of-words model 
(BOW). In 2000. Bengio et al. provided the word embedding technique which using the 
distributed representation for words to reduce the high dimensionality in big data context. 
Word2vec tools which put forward by Google at 2013 uses a three-layer neural network to 
achieve very great results. Besides, these chatbot design methods are based on processed 
corpus such as Google database and other online corpus. It is hard to apply in real applications. 
For Chinese, owing to the uniqueness of Chinese, many foreign mature technologies cannot be 
used in Chinese corpus. Chinese is different from English and other languages, it is written 
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continuously, and lacks morphological changes such as voice and tense. At this stage, Chinese 
chatbot still has shortcomings like unanswered questions and limited response scenarios.  

In this paper, we propose an improved chatbot design way using hybrid BOW and 
skip-gram model based on the real telemarketing data with Chinese. At first, we collect the 
telemarketing data. For the collected corpus, we use the language probability model for word 
segmentation. Then the decision tree is used for classification and word tagging. The word 
representation is adopted hybrid BOW and skip-gram model. When the BOW is used alone, 
the codes are independent of each other. Although this method is friendly to discrete features, 
it is not conducive to machine understanding of continuous statements due to the loss of 
connections between words in the encoded word vector. The skip-gram model maps synonyms 
in the vicinity of vector space. The correlation between words is expressed, so the amount of 
information contained in the word vector is increased. However, since the skip-gram model 
calculates the similarity based on the Euclidean distance, the output is also a continuous value, 
which is not sensitive enough to discrete features. Hybrid BOW and skip-gram model can 
make up for the shortcomings caused by using BOW alone, at the same time, it retains the 
excellent characteristics of BOW for discrete features. After this, we use the term 
frequency-inverse document frequency (TF-IDF) weighting method to adjust weights of 
words. The technique designed to ignore ordinary words and preserve representative words in 
the current context. Finally, the reply is produced using hybrid retrieval model and generate 
model. At present, deep learning is widely applied in the domain of communication [15]–[18], 
and it also has outstanding performance in voice dialogue. The retrieval model can accurately 
answer questions in the field. If the system receives an input, it will look up the input statement 
in the corpus when the input statement and corpus match are high, then output the answer with 
the highest matching degree. If not satisfied, the generate model used long short-term memory 
(LSTM) based multi-layer embedding mechanism can pick up the semantic information, 
generating a valid response. The purpose for the arrangement is to meet the characteristics of 
daily interaction between people and to provide personalized information services for each 
user. 

The rest of this paper is set up as follows: Section II gives an account of the process model 
of the chatbot. Section III provides the experimental settings and results. Finally, Section IV 
introduces the conclusion and future works. 

2. Process Model 
Questionnaires and corresponding answers will be predefined in our corpus at first[19]. Then 
we perform a series of pre-processing on the defined corpus, including word segmentation and 
tagging, word embedding and word weighting. The "retrieval model" responds to the answer 
by comparing the user's statement with the existing data. It can provide more standardized and 
accurate responses to problems in specific areas to complete a specific task. However, user's 
statements cannot all be included in the predefined database. The generate model can handle 
flexible issues in different areas [20]. While, the model will be trained by a corpus with a large 
data content and a wide range of coverage, and the response statement is hard to keep smooth. 
As the result, we use a system hybrid retrieval model [21] and generate model in order to make 
up for the shortcomings of each system. 
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Fig. 1. The ultimate framework. 

 

2.1 Data Processing 
The first step of pre-process is to perform data processing, which is divided into two parts: 
word segmentation and word tagging. These technologies can help computer understand 
Chinese sentences quickly and accurately. 

2.1.1 Word Segmentation 
Word segmentation is an aspect of statistical probability. The input is a string 𝐶𝐶 =
[𝑐𝑐1, 𝑐𝑐2,⋯ , 𝑐𝑐𝑛𝑛]𝑇𝑇  and the segmented is a string 𝑆𝑆 = [𝑤𝑤1,𝑤𝑤2,⋯ ,𝑤𝑤𝑚𝑚]𝑇𝑇 , 𝑚𝑚 ≤ 𝑛𝑛 . For a given 
string 𝐶𝐶, it corresponds to a few of split ways 𝑆𝑆. The aim of segmentation is to look for the 
maximum likelihood among these 𝑆𝑆, that is,  
 

  𝑆𝑆𝑆𝑆𝑆𝑆(𝐶𝐶)𝑎𝑎𝑎𝑎𝑆𝑆𝑚𝑚𝑎𝑎𝑎𝑎𝑆𝑆∈𝐺𝐺 𝑃𝑃(𝑆𝑆|𝐶𝐶) = 𝑎𝑎𝑎𝑎𝑆𝑆𝑚𝑚𝑎𝑎𝑎𝑎𝑆𝑆∈𝐺𝐺
𝑃𝑃(𝐶𝐶|𝑆𝑆)𝑃𝑃(𝑆𝑆)

𝑃𝑃(𝐶𝐶)
   (1) 

 

For example, there are two segmentation schemes 𝑆𝑆1 and 𝑆𝑆2. The conditional probabilities 
𝑃𝑃(𝑆𝑆1|𝐶𝐶)  and 𝑃𝑃(𝑆𝑆2|𝐶𝐶)  are calculated, and then a segmentation way with the maximum 
likelihood is adopted. According to the Bayesian formula, 
 

𝑃𝑃(𝑆𝑆|𝐶𝐶) = 𝑃𝑃(𝐶𝐶|𝑆𝑆)×𝑃𝑃(𝑆𝑆)
𝑃𝑃(𝐶𝐶)        (2) 

 
where 𝑃𝑃(𝐶𝐶) is a fixed value. It shows the probability of the input string presence in the 
database. There is only one method from a segmented string to original, so 𝑃𝑃(𝐶𝐶|𝑆𝑆) = 1. So, 
the contrast between 𝑃𝑃(𝑆𝑆1|𝐶𝐶) and 𝑃𝑃(𝑆𝑆2|𝐶𝐶) is equivalent to contrast the value of 𝑃𝑃(𝑆𝑆1) and 
𝑃𝑃(𝑆𝑆2). 
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For convenience, we presume that the probability of a element appearing is irrelevant with 
the context, 
  

        𝑃𝑃(𝑆𝑆) = 𝑃𝑃(𝑤𝑤1,𝑤𝑤2,⋯ ,𝑤𝑤𝑚𝑚)   

                   ≈ 𝑃𝑃(𝑤𝑤1) × 𝑃𝑃(𝑤𝑤2) × ⋯× 𝑃𝑃(𝑤𝑤𝑚𝑚)                 

                  ∝ 𝑙𝑙𝑙𝑙𝑆𝑆 𝑃𝑃(𝑤𝑤1) + 𝑙𝑙𝑙𝑙𝑆𝑆(𝑤𝑤2) + ⋯+ 𝑙𝑙𝑙𝑙𝑆𝑆 𝑃𝑃(𝑤𝑤𝑚𝑚)          (3) 

 
There will be different value of 𝑚𝑚 for different 𝑆𝑆, more concretely, the larger 𝑚𝑚 is, the smaller 
𝑃𝑃(𝑆𝑆) is. This corresponds to the actual observation. This formula calculates the probability of 
a well-divided word 
 

𝑃𝑃(𝑤𝑤𝑖𝑖) =
𝑛𝑛𝑤𝑤𝑖𝑖
𝑁𝑁

   (4) 

 
where 𝑛𝑛𝑤𝑤𝑖𝑖 indicates the figure of appearance of 𝑤𝑤𝑖𝑖 in the corpus and 𝑁𝑁 suggests the whole 
number of element in the corpus. 

2.1.2 Word Tagging 
Words can be tagged by a decision tree [22]. The decision tree is a tree structure, as shown in 
Fig. 2. Through this structure, various combinations of situations are expressed. Each branch 
represents a selection until all selections have been made. Each leaf node represents a category 
that gives the final correct answer.  
 

 
Fig. 2. The structure of decision tree. 

 
The key question in decision tree is how to choose the optimal partitioning attribute. In 

general, in the process of classification, we hope that the samples included in the branch nodes 
is classified to the same category as much as possible, so that the "purity" of the nodes will 
keep rising. The important indicator of the branch is the attribute selection metric. It is a 
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selection split criterion that determines how the data is divided. The selection metric of 
attributes is generally divided into three types: information gain, gain ratio, and Gini index. 
The calculation of these three indicators determines the priority of the classification attribute. 

 If there is a variable 𝑋𝑋, there are 𝑛𝑛 possible values, and each of the obtained probabilities is 
𝑝𝑝𝑖𝑖, then the entropy of 𝑋𝑋 is calculated by 
 

𝐻𝐻(𝑋𝑋) = −∑ 𝑝𝑝(𝑎𝑎𝑖𝑖) 𝑙𝑙𝑙𝑙𝑆𝑆 𝑝𝑝(𝑎𝑎𝑖𝑖)𝑛𝑛
𝑖𝑖=1          (5) 

 
For corpus 𝐷𝐷, the random variable 𝑋𝑋 is the class of the sample. Suppose the sample has 𝑘𝑘 sorts, 
and the possibility of each sort is |𝐶𝐶𝑘𝑘|/|𝐷𝐷|, where |𝐶𝐶𝑘𝑘| shows the figure of samples of sort 𝑘𝑘, 
and |𝐷𝐷| denotes the whole figure of samples. The entropy of the corpus 𝐷𝐷 is 
 

            𝐻𝐻(𝐷𝐷) = −∑ |𝐶𝐶𝑘𝑘|
|𝐷𝐷| 𝑙𝑙𝑙𝑙𝑆𝑆2

|𝐶𝐶𝑘𝑘|
|𝐷𝐷|

𝐾𝐾
𝑘𝑘=1     (6) 

 
Information gain refers to the change of information via the corpus is assorted. The more 
information a feature brings, the more suitable it is for classification. By using feature 𝐴𝐴 to 
classify corpus 𝐷𝐷, the information gain can be defined as 
 

     𝑆𝑆(𝐷𝐷,𝐴𝐴) = 𝐻𝐻(𝐷𝐷)−𝐻𝐻(𝐷𝐷|𝐴𝐴)    (7) 

 
where 𝐻𝐻(𝐷𝐷|𝐴𝐴) means the mutual information between data set 𝐷𝐷 and feature 𝐴𝐴. However, 
there is a big problem with information gain. When there are many values belonging to a 
feature, it is easier to obtain a subset with higher purity according to the feature division, as the 
result, the entropy after the division is lower. Since the entropy before division is a fixed value, 
it leads to a larger information gain. Therefore, the information gain is biased toward the 
feature with more values. 

Gain ratio can solve the above problem. It is obtained by multiplying the penalty parameter 
and the information gain 
 

            𝑆𝑆𝑅𝑅(𝐷𝐷,𝐴𝐴) = 𝑔𝑔(𝐷𝐷,𝐴𝐴)
𝐻𝐻𝐴𝐴(𝐷𝐷)

    (8) 

 
where 𝐻𝐻𝐴𝐴(𝐷𝐷) denotes the empirical entropy obtained by using the current feature A as a 
random variable for the sample set D. It is calculated by the following formula 
 

            𝐻𝐻𝐴𝐴(𝐷𝐷) = −∑ |𝐷𝐷𝑖𝑖|
|𝐷𝐷| 𝑙𝑙𝑙𝑙𝑆𝑆2

|𝐷𝐷𝑖𝑖|
|𝐷𝐷|

𝑛𝑛
𝑖𝑖=1     (9) 
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The penalty parameter is the reciprocal of the entropy of data set 𝐷𝐷 with feature 𝐴𝐴 as the 
random variable. When the value of the feature is small, the value of 𝐻𝐻𝐴𝐴(𝐷𝐷) is small, so that 
the reciprocal is large, resulting in a relatively large information gain. That is why the gain 
ratio is biased toward a feature with a small value. Generally, the features with higher 
information gain than the average are found in the candidate features, and then we choose a 
feature with the highest gain ratio. 

The third indicator is the Gini index, which shows the possibility of a sample that picked out 
at random is misclassification in the corpus. The smaller the Gini index is, the smaller the 
possibility that the picked out sample is classified wrong. That is, the higher the purity of the 
class, and vice versa, the less pure the set. The decision tree uses the Gini index to select the 
partitioning property, 

𝐺𝐺𝑖𝑖𝑛𝑛𝑖𝑖(𝑝𝑝) = ∑ 𝑝𝑝𝑘𝑘(1− 𝑝𝑝𝑘𝑘)𝐾𝐾
𝑘𝑘=1 = 1 − ∑ 𝑝𝑝𝑘𝑘2𝐾𝐾

𝑘𝑘=1     (10) 

The Gini index for dividing the sample set 𝐷𝐷 based on the feature 𝐴𝐴 is 

𝐺𝐺𝑖𝑖𝑛𝑛𝑖𝑖(𝐷𝐷,𝐴𝐴) = 1 − ∑ (|𝐷𝐷𝑖𝑖|
|𝐷𝐷| )2𝑛𝑛

𝑖𝑖=1    (11) 

From all 𝐺𝐺𝑖𝑖𝑛𝑛𝑖𝑖(𝐷𝐷,𝐴𝐴𝑖𝑖), the smallest division of the Gini index is found. This division point is 
the best division point for classifying the sample set 𝐷𝐷 by using feature 𝐴𝐴. 

 

2.2 Word Expression 
In early research, natural language processing often viewed text as a collection of words, 
focusing only on how often words appear in the text and by default assuming each word in the 
document is independent, the bag-of-words model (BOW). An example is shown in Fig. 3, it 
can be find that only one value in the vectors is 1, and the rest are 0. The vectors of the cities 
are independent of one another. In the statement, this is not conducive to the machine to 
contact each word, thus understanding the sentences. Besides, the size of the vector dimension 
depends on the number of words in the corpus. If the vectors corresponding to whole number 
of cities around the world are represented by one matrix, this matrix will be very sparse, and it 
leads to dimension disasters. This increases the computational cost and may degrade 
performance due to overfitting. 
 

 
Fig. 3. Example of city name with BOW. 
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Word embedding converts BOW turn to low-dimensional continuous values, which called 
dense vectors. In addition, in the BOW, the positions where the words are placed are 
independent. For word embedding, the relationship between words can be expressed by 
distance. Synonym will be mapped nearby in vector space, so the amount of information 
contained in the word vector is increased, which is better for helping computers understand the 
relationship between words [23]. One of the most representative models of word embedding is 
the skip-gram model [24].  

The skip-gram full name is the continuous skip-gram model. It supposes the content in 
which the current word is given. For a given sample (𝑤𝑤,𝐶𝐶𝑙𝑙𝑛𝑛𝐶𝐶𝑆𝑆𝑎𝑎𝐶𝐶(𝑤𝑤)), w�  indicates the label 
of the word. The negative sample subset generated when dealing with the word w�  is 
NEGw� (w). We want to maximize  
 

𝑆𝑆(𝑤𝑤) = ∏ ∏ 𝑝𝑝(𝑢𝑢|𝑤𝑤�)𝑢𝑢∈{𝑤𝑤}∪𝑁𝑁𝑁𝑁𝐺𝐺𝑤𝑤� (𝑤𝑤)𝑤𝑤�∈𝐶𝐶𝐶𝐶𝑛𝑛𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑤𝑤)        (12) 

 
Where 
 

               𝑝𝑝(𝑢𝑢|𝑤𝑤�) = � 𝜎𝜎(𝑣𝑣(𝑤𝑤�)𝑇𝑇𝜃𝜃𝑢𝑢),𝐿𝐿𝑤𝑤(𝑢𝑢) = 1;
1 − 𝜎𝜎(𝑣𝑣(𝑤𝑤�)𝑇𝑇𝜃𝜃𝑢𝑢),𝐿𝐿𝑤𝑤(𝑢𝑢) = 0;

   (13) 

 

        𝐿𝐿𝑤𝑤(𝑢𝑢) = �1,𝑢𝑢 = 𝑤𝑤;
0,𝑢𝑢 ≠ 𝑤𝑤;   (14) 

The definition σ�v(w�)Tθu�  indicates the probability that the context is 𝐶𝐶𝑙𝑙𝑛𝑛𝐶𝐶𝑆𝑆𝑎𝑎𝐶𝐶(𝑤𝑤) when 
the central word is 𝑤𝑤. 

The neural network structure of the skip-gram is shown in Fig. 4.  
 

 
(a) 
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(b) 

Fig. 4. (a) Skip-gram model. Input layer is denoted as W word vector v(w), projection layer is still v(w), 
there is a weight matrix in it, which output an "embedded word vector" for each input word. The output 
of the hidden layer is just the "word vector" of the input word. Output layer is a Huffman tree where the 
leaf nodes are words that exist in the database and the weight is the figure of appearances; (b) the hidden 

layer operates as a lookup table. 
 

2.3 Word Weighting 
Term frequency-inverse document frequency (TF-IDF) is a statistically based way to judge the 
significant of a word to a document in the corpus. Term frequency (TF) indicates the figure of 
appearances of a known word in the document. This figure is frequently normalized, 

 𝐶𝐶𝑓𝑓𝑖𝑖𝑖𝑖 = 𝑚𝑚𝑖𝑖
𝑀𝑀

   (15) 

where 𝐶𝐶𝑓𝑓𝑖𝑖𝑖𝑖 is the figure of features existing in the document, 𝑚𝑚𝑖𝑖 is the quantity of times a word 
𝑤𝑤  appears in the document. 𝑀𝑀  is the total quantity of words in the document. Inverse 
document frequency (IDF) [25] means that in case the figure of documents contain smaller 
term 𝐶𝐶 , the IDF will be larger. It shows that the word has a superior differentiate sort 
performance, 

𝑖𝑖𝑖𝑖𝑓𝑓𝑖𝑖 = 𝑙𝑙𝑙𝑙𝑆𝑆 � 𝑁𝑁
𝑛𝑛𝑖𝑖+1

�   (16) 

where 𝑖𝑖𝑖𝑖𝑓𝑓𝑖𝑖 is the reciprocal of the feature term, 𝑁𝑁 is the whole figure of documents in the 
database as well as 𝑛𝑛𝑖𝑖 is the amount of papers involving of the item 𝑤𝑤. The denominator of the 
formula is added to prevent it from being zero. 

If a word appears many times in a file and has a very low file frequency throughout the data 
set, it can result in a highly weighted TF-IDF. Thus, the role of TF-IDF is to retain important 
words and drop common words [26], 
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𝑤𝑤𝑖𝑖𝑖𝑖 = 𝐶𝐶𝑓𝑓𝑖𝑖𝑖𝑖 × 𝑖𝑖𝑖𝑖𝑓𝑓𝑖𝑖 = 𝑚𝑚𝑖𝑖
𝑀𝑀

× 𝑙𝑙𝑙𝑙𝑆𝑆 � 𝑁𝑁
𝑛𝑛𝑖𝑖+1

�    (17) 

We use normalization to rule out the effect of document length on weight calculations, and get 
the following formula 

𝑤𝑤𝑖𝑖𝑖𝑖 =
𝐶𝐶𝑓𝑓𝑖𝑖𝑖𝑖×𝑙𝑙𝐶𝐶𝑔𝑔� 𝑁𝑁

𝑛𝑛𝑖𝑖+1
�

�∑ 𝐶𝐶𝑓𝑓𝑖𝑖𝑖𝑖2𝑁𝑁
𝐼𝐼−1 ×𝑙𝑙𝐶𝐶𝑔𝑔2� 𝑁𝑁

𝑛𝑛𝑖𝑖+1
�
   (18) 

2.4 LSTM Model 
A suitable model for processing principal events with relatively long intervals and delays in 
time series [27] called the storage unit LSTM model. The architecture is given in Fig. 5 below. 
The memory cell composed of four parts: the input gate, the neurons with autoregressive 
connections (connected to itself), the forget gate together with the output gate. This operation 
allows the state of the memory cell to keep fixed over time, but does not preclude external 
interference. The role of the gate is to regulate the interplay between the memory unit itself 
and its environment. The input gate may permit the input signal to alter the state of the 
memory cell or prevent it. Furthermore, the output gate can permit the state of the memory cell 
to have influence on other neurons or prevent it. Eventually, the forget gate can control the 
self-reverting connection of the storage unit so as to the unit alters the memory of the previous 
state according to demand. 

 
Fig. 5. LSTM storage unit. 

These formula shows how to renew a layer of memory cells 𝒕𝒕 at every time step [28]. In 
these formula, 𝒙𝒙𝒕𝒕  means the input to the memory cell layer, 
𝑾𝑾𝒊𝒊,𝑾𝑾𝒇𝒇, 𝑾𝑾𝒄𝒄, 𝑾𝑾𝒐𝒐, 𝑼𝑼𝒊𝒊,𝑼𝑼𝒇𝒇,𝑼𝑼𝒄𝒄,𝑼𝑼𝒐𝒐and 𝑽𝑽𝒐𝒐  are the weight matrix. 𝒃𝒃𝒊𝒊,𝒃𝒃𝒇𝒇,𝒃𝒃𝒄𝒄 , and 𝒃𝒃𝒐𝒐  are the 
offset vector. Above all, we calculate the value 𝒊𝒊𝒕𝒕 of the memory cell state over time, input 
gate and candidate 𝑪𝑪𝒕𝒕�, 

 

𝑖𝑖𝐶𝐶 = 𝜎𝜎(𝑊𝑊𝑖𝑖𝑎𝑎𝐶𝐶 + 𝑈𝑈𝑖𝑖ℎ𝐶𝐶−1 + 𝑏𝑏𝑖𝑖)    (19) 

 

𝐶𝐶𝐶𝐶� = 𝐶𝐶𝑎𝑎𝑛𝑛ℎ(𝑊𝑊𝑐𝑐𝑎𝑎𝐶𝐶 + 𝑈𝑈𝑐𝑐ℎ𝐶𝐶−1 + 𝑏𝑏𝑐𝑐)    (20) 
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Second, we work out the activation value of the forget gate at time in the memory cell 𝑓𝑓𝐶𝐶, 

 

𝑓𝑓𝐶𝐶 = 𝜎𝜎�𝑊𝑊𝑓𝑓𝑎𝑎𝐶𝐶 + 𝑈𝑈𝑓𝑓ℎ𝐶𝐶−1 + 𝑏𝑏𝑓𝑓�   (21) 

Calculating the new state 𝐶𝐶𝐶𝐶 of the memory cell over time based on the input gate activation 
value 𝑖𝑖𝐶𝐶, the forget gate activation value 𝑓𝑓𝐶𝐶 and the candidate state value 𝐶𝐶𝐶𝐶� , 

  

             𝐶𝐶𝐶𝐶 = 𝑖𝑖𝐶𝐶 × 𝐶𝐶𝐶𝐶� + 𝑓𝑓𝐶𝐶 × 𝐶𝐶𝐶𝐶−1   (22) 

 

Based on the new status of memory cells, we can work out the values of the output gates and 
the subsequent output are 

 

     𝑙𝑙𝐶𝐶 =  𝜎𝜎(𝑊𝑊𝐶𝐶𝑎𝑎𝐶𝐶 + 𝑈𝑈𝐶𝐶ℎ𝐶𝐶−1 + 𝑉𝑉𝑂𝑂𝐶𝐶𝐶𝐶 + 𝑏𝑏𝐶𝐶)             (23) 

 

ℎ𝐶𝐶 = 𝑙𝑙𝐶𝐶 × 𝐶𝐶𝑎𝑎𝑛𝑛ℎ(𝐶𝐶𝐶𝐶)                            (24) 

 

3. Experimental Results and Analysis 
 
The aim of the experiment is to construct a commercial automated chatbot which can answer 
questions from users accurately and quickly, in addition, the response scene is flexible. 
 

3.1 Data Processing Results 
The main source of the data set is the question and answer corpus provided by commercial 
users. There are generally two types. The first is the industry dialogue template library. The 
second is the daily conversation corpus provided by the user, which is generated and collected 
during the dialogue between actual customer service and users. Our answer corpus provides a 
variety of different answers to the same question in order to meet multiple needs. 

The Chinese word segmentation used in this paper is based on the model of probability and 
statistics. The task of word segmentation is to look for the most likely of these splitting 
schemes. The following figures show the frequency of six common word segments in two 
corpuses.  

After the word segmentation, the word tagging is executed in corpus. The number of nouns, 
verbs and adjectives are counted in Fig. 7. The same question may correspond to different 
answers, so the figure of different types of words in the answer corpus is more than question 
corpus in the results. 
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(a) 

 

 
(b) 

 
Fig. 6. (a) The frequency of six common word segments in question corpus;    

(b) The frequency of six common word segments in answer corpus. 
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Fig. 7. The word tagging in question corpus and answer corpus based on commercial promotion. 

 

3.2 Comparison of Different Word Vector Representations 
When expressing words, we compared the performance of a model that uses BOW alone and 
the BOW combined with skip-gram model. 
 

 
(a) 
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(b) 

Fig. 8. (a) The loss function used bag-of-words model alone;  
(b) The loss function used the model combined with bag-of-words model and skip-gram model. 

 

 
Fig. 9. Learning rate of two models. 

 
The comparison is made to bring the results more obvious when the learning rate is 

approximately same. The skip-gram model combined with the word bag model uses multiple 
central words to generate the final word vector. Specifically, we first select a word as the first 
central word and then find the word which closest to the first central word as the second central 
word. In this way, we can find the third central word based on the second central word, and so 
on. Considering the problem of repeated words, if the word that is most similar to the i-th 
central word has appeared, the second similar to it is selected, if it also exists, the third similar 
word is selected, and so on.  
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We use the loss function to describe the performance, and the number of training steps is 
4100 steps. At this point, the results have stabilized. The experiments prove that the model 
combined with BOW and skip-gram model training word vector can significantly improve the 
accuracy. 

3.3 Performance with Combined Model 
The switching between the two models is achieved by the question similarity threshold, that is, 
a threshold is set according to the similarity of the questions obtained by the retrieval model. If 
the similarity is greater than the threshold, the result of the retrieval model is invoked, and the 
generate model is invoked instead. After multiple experiments, we found that when the 
retrieval model finds the corresponding sentence with a matching degree of 0.8 or higher in the 
corpus, the sentence can be output as the final reply.  
 

 
Fig. 10. Retrieval model answer some questions. 

 

When the matching degree is lower than 0.8, the generate model is used to generate the 
reply. The sentences shown in Fig. 11 (a) are arranged from high to low by the similarity with 
the input sentences. Fig. 11 (b) shows the case of using the generate model to form a 
corresponding response. 
 

 
(a) 

 
(b) 

Fig. 11. (a) The degree of matching of a particular question; (b) Generate model gives a similar answer. 
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3.4. Performance with Weight Adjustment 
We found that the entire system answer was not ideal at the time, due to insufficient feature 
extraction. So we used TF-IDF technology to improve this feature. 
 

 
(a) 

 
(b) 

Fig. 12. (a) The answer given with the usual weighting method; (b) The answer given with the TF-IDF. 
 

In the usual weighting method, the word need is considered to be an important word because 
of the high number of occurrences, thus giving a higher weight. It will cause sometimes not 
need to be recognized as need by the system, outputting the wrong answer. TF-IDF method 
improves this performance. 

5. Conclusion 
The objective of this paper is to propose a Chinese-based commercial automated chatbot 
system, which includes word segmentation, word tagging, word code as vector representation, 
and uses the hybrid retrieval model and generate model to meet the needs of daily interaction, 
in addition by improving the weighting method, the weight of each word is more reasonable. 
Then the model will proceed to be improved to make the answer faster and more accurate. 
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