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Abstract 
 

We propose a hand gesture recognition method that is compatible with a head-up display 
(HUD) including small processing resource. For fast link adaptation with HUD, it is necessary 
to rapidly process gesture recognition and send the minimum amount of driver hand gesture 
data from the wearable device. Therefore, we use a method that recognizes each hand gesture 
with an inertial measurement unit (IMU) sensor based on revised correlation matching. The 
method of gesture recognition is executed by calculating the correlation between every axis of 
the acquired data set. By classifying pre-defined gesture values and actions, the proposed 
method enables rapid recognition. Furthermore, we evaluate the performance of the algorithm, 
which can be implanted within wearable bands, requiring a minimal process load. The 
experimental results evaluated the feasibility and effectiveness of our decomposed correlation 
matching method. Furthermore, we tested the proposed algorithm to confirm the effectiveness 
of the system using pre-defined gestures of specific motions with a wearable platform device. 
The experimental results validated the feasibility and effectiveness of the proposed hand 
gesture recognition system. Despite being based on a very simple concept, the proposed 
algorithm showed good performance in recognition accuracy 
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1. Introduction 

Present-day automobiles typically include a navigation system on the dashboard; however, it 
is crucial that the driver’s concentration remains on the road. Head-up displays (HUDs) can 
prevent the distractions caused by using mobile phones or onboard displays; nonetheless, 
drivers cannot easily control the graphic user interface (GUI) on an HUD [1]. To solve this 
problem, a driver’s gestures can be recognized by a wearable device and sent directly to the 
HUD installed on the dashboard or the front of the instrument panel. Due to the increasing 
demand for convenient and useful services, the HUD and wearable device are typically 
connected wirelessly through Wi-Fi or Bluetooth.  
The human–computer interaction technique [2] is a significant tool allowing many products to 
adopt human gesture recognition technology as a natural human interface with common 
machines [3-4]. The most intuitive and simple form of this technology employs hand gestures. 
Many gesture recognition algorithms have been developed and studied in recent years. The 
proposed applications of gesture recognition include intelligent wheelchairs [5], interactive 
presentation systems [6], automatic user state recognition for television control systems [7], 
and robot-assisted living [8]. There are two main types of hand gesture recognition: 
vision-based [9-12] and inertial sensor-based [13-15]. The former is used for 3D recognition in 
large systems such as image processing and the latter is commonly used to estimate real-time 
gait cycles and recognize hand gestures [16].  
Most approaches require expensive systems and, if high-quality processors are applied, 
complex algorithms to recognize the gestures. Therefore, in this study, we propose an HUD 
that is of low cost and has only the minimum computing specifications and network interface. 
Moreover, gesture recognition systems require that gesture recognition operations are 
performed within a wearable device and only the results of the user’s action are exchanged. 
Therefore, we propose a gesture recognition algorithm using only the sensor data within 
wearable devices, which can be applied to wearable devices with minimum computing power. 
This paper is organized as follows. Section 2 presents the system overview between the HUD 
and wearable device, including the features of the sensor data and gesture groups, and 
describes the gesture recognition method based on the sensor features and the recognition 
algorithm. Subsequently, Section 3 represents the result of experiments used to verify the 
proposed gesture recognition algorithm. The conclusions are presented in Section 4. 

2. Material and Methods 

2.1 System Configuration 
The configuration of the HUD system to which the proposed gesture recognition method is 
applied is as follows. The HUD is connected to the driver’s wearable device by Bluetooth 
communications and the driver’s gesture information is transmitted to the HUD. Fig. 1 shows 
the system configuration and presents the function for changing the GUI of the HUD 
according to the driver’s gesture. As shown in the figure, the HUD employs map information 
to indicate the direction of operation, current vehicle conditions, and safety operation 
assistance functions associated with the dash camera. Fast, real-time processing of data is 
required to express various functions in low-cost HUD products, enabling accurate 
information to be delivered to users through quick gesture recognition responses. Because of 
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the low computational power of HUD, separate processing for gesture recognition cannot be 
allocated; therefore, our method is designed to complete gesture recognition processing within 
wearable devices and pass the completed gesture values to the HUD. In other words, the 
algorithms designed in this study deliver minimal data to enable rapid gesture recognition. 
 

 
Fig. 1.  HUD system configuration 

 

2.2 Gesture Description 
Because of the various advantages of accelerometers, such as their good mobility, low latency, 
and low cost, inertial sensor-based hand gesture recognition is used in wearable devices. 
Existing gesture recognition approaches of the inertial sensor-based system display 
template-matching [17], dictionary lookup [18], statistical matching [19], linguistic matching 
[20], and neural networks [21]. For sequential data such as the measurement of time series and 
acoustic features at successive time frames in speech recognition, the hidden Markov model is 
one of the most important models [22], as it effectively recognizes patterns exhibiting both 
spatial and temporal variation [23]. Some research has applied machine learning into gesture 
recognition using IMU sensors [24-28]. For example, the authors of [25] proposed a method of 
acceleration data sequence-based dynamic hand gesture recognition. They employed a 
long-short term memory recurrent neural network and focused on the energy consumption of a 
small wearable device. However, previous research that recognized gestures using IMU 
sensors involved limited gesture numbers; e.g., 8, 7, and 12 in [15], [7], and [14], respectively. 
Moreover, they did not classify similar gestures that have valid peak action at the same axes. 
Conversely, our proposed method can classify similar gestures through a comparison of 
pre-defined gestures; thus, it enables rapid recognition and simple processing of sensing data. 
For example, in Fig. 2, our method can differentiate between gestures #7 and #8, which have 
the same peak event on the X- and Z-axes. It can also distinguish gesture #7 from #13, #16, 
#18, and #19. In this study, we propose the sliding correlation, gap-deviation, and 
inter-correlation to recognize user gestures. These schemes operate according to three groups: 
simple, circle, and combined, which include 6, 6, and 24 gestures, respectively in Fig. 2. 
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Fig. 2. Gesture set scheme of operation according to three groups: simple, circle, and combined. Each row 

displays the gesture behavior of the three groups based on the effective plane shown on the left 
 
To test the gesture recognition procedure, we implement the proposed scheme within a 
wearable device testing platform equipped with an IMU sensor. The generated accelerations 
and gyroscopes are sampled as 20 Hz. Therefore, the collectable maximum and minimum 
values are in the range of 32767 to -32768 as raw data, respectively. We used the maximum 
and minimum values during the pre-processing procedure for normalization. Once the motion 
is caught, the sensor data detected in one second is analyzed in order to recognize the gesture. 
Moreover, the sensing device is moved in the horizontal plane when performing gestures to 
ensure reliable recognition. 
 

2.3 Gesture Configuration and Segmentation 
To improve the usability of the gesture recognition procedure, we defined two rules. The first 
is that every defined gesture finishes within 1s and the second is that every single gesture is 
started in the normal state to ensure an effective start point for initializing gesture recognition. 
The procedure for holding the start point is as follows. The capture process observes the 
magnitude of the sensor data and chooses a sample that is larger than the effective threshold. 
After capturing the sensor data set, the samples are calculated using the correlation method. 
There are 36 gestures that can be expressed using this method. For pre-defined data, gestures 
can be categorized, allowing more gesture actions to be expressed than the gesture recognition 
method using conventional sensors; this minimizes the errors in similar actions. In particular, 
partial classification according to the relevant gap value of gesture actions provides users with 
the advantage of rapidly recognizing gestures. In our system, the gestures are divided into 
three groups, i.e., the simple gesture, the circle gesture, and the combined gesture. The six 
simple gestures, the six circle gestures, and the 24 combined gestures are shown in Fig. 2. 
Through classification and gesture decomposition, the recognition algorithm is simplified. For 
example, gesture #13 (up-right) can be sequentially composed into #5 (up) and #1 (right). To 
classify two separate simple gestures and one combined gesture, the factors comprising the 
combined gesture are sequentially generated within 200 ms. Additionally, all gestures have to 
maintain a time gap of at least 1 s between themselves when the gestures are generated 
consecutively. 
 

2.4 Data Acquisition and Pre-processing 
In order to capture the start point of a gesture, a specific process is required. Because the IMU 
sensor continuously generates motion data, determining the start point of a motion is important 
from a resource use aspect. Due to their extremely minimal resources, small sized devices such 
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as wearable devices have to require a trigger mechanism. However, using raw data to detect 
the start point is not easy because the IMU sensor is sensitive to very small movements. 
Therefore, in the pre-processing stage, we propose the normalization of the raw data by its 
maximum value (32768). Using normalized data ensures that the system is robust against very 
small levels of noise and improves the functionality of the gesture recognition. Then, the 
normalized data are smoothed using a sliding window average (SWA) to cancel noise. Fig. 3 
represents the smoothing and noise-reducing effect of the SWA using an actual gesture data 
value, where Fig. 3(a) shows the normalized data set of gesture #1 and Fig. 3(b) shows the 
smoothed data set. 
 

 
Fig. 3. Effect of the sliding window average filter on gesture #1: (a) before processing by the SWA and (b) after 

processing by the SWA 
 
After SWA processing, the gesture recognition process is initiated. The start point of the 
appropriate data set is decided by a pre-defined threshold. We set the threshold of movement 
to 20% higher/lower than the normal freezing state. The system includes previous α samples 
into the recognition data set in Fig. 4. To collect the entire data set, the system preserves sensor 
data constantly in the normal state. To exclude meaningless data, the system checks the gap 
between the maximum and minimum values. If the gap, represented by equation (1), is larger 
than threshold β, the gesture recognition module is continually operated. The concept of α and 
threshold β is represented in Fig. 4, which illustrates that previous α sample values are 
collected from the detected point, p. Therefore, the start point of the acquired data set is p-α 
and the gap between the maximum point, M, and the minimum point, m, is represented. The 
gap comparison has the potential for error induced by instantaneous large noise; i.e., a false 
positive. However, as our system uses the SWA during pre-processing, the probability of a 
false positive is low 
 

𝑔𝑎𝑝 = max
𝑖 ,𝑗

(|𝑦(𝑖) − 𝑦(𝑗)|), 𝑖 ≠ 𝑗 (1) 
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Fig. 4. Threshold detection where the y-axis represents the normalized value 

 

2.5 Gesture Classification 
After pre-processing, the proposed system compiles groups of expected gestures using the gap 
value. The acquired data set is assigned to the relevant group using the effective axis in Table 
1. For instance, if the system detects a valid value only at the x-axis, the acquired data set has a 
high probability of being gesture #1 or #2 of the simple group. Simply, the obtained data set is 
a simple gesture when a single axis acquires the relevant gap and a circle or combined gesture 
otherwise. However, when all axes have large gap values, the system selects the largest two 
axes among the relevant axes. The proposed system compares the pattern correlations between 
acquired data and the database. Because only the relevant axes are assigned during the 
comparison stage, we added weight to distinguish axes according to their pre-defined group. 
We set the weighted sum of the axes whose gaps are larger than γ to 90, and whose sum of axes 
is not equal to 10. To match specific gesture from aligned gesture group, we proposed sliding 
correlation and gap-deviation method that are described in this section. Dividing the gesture 
group, the gesture recognition process is relatively easy due to fewer candidates in belong 
group. If the system doesn’t classify the group, it is takes long and hard to match and 
recognition with specific gesture. For example, when a valid signal is acquired at the AX and 
AY axis, the weighted result of X and Y is set to 45%. The remaining values of AZ, GX, GY, 
and GZ are then set to 2.5%, where AX is the acceleration of the x-axis and GX is the gyro 
value of the x-axis. When the three axes have a value that is greater than the threshold, the 
system selects the largest two axes among the relevant axes for classification. 

Table 1. Group and relevant axes of all gestures analyzed in this study 
Relevant axes Group Gesture # 

X 
simple 

1, 2 
Y 3, 4 
Z 5, 6 

X, Y 
combined or 

circle 

9,10,21~28 
X, Z 7,8,13~20 
Y, Z 11,12,29~36 

X, Y, Z combined or 
circle 7~36 
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2.6 Gesture Recognition 
A flow chart of the proposed gesture recognition method is shown in Fig. 5. To match the 
gestures to target gestures from the aligned gesture group, we propose a sliding correlation and 
gap-deviation method. By dividing the gesture group, we ensure that the gesture recognition 
process is relatively simple due to fewer candidates in each group. If the system does not 
classify the group, it is time-consuming and difficult to match the gesture with the target 
gesture. For an acquired data set matched with stored gesture pattern data, the patterns must be 
synced with each other. To match the formulation, we adopted a sliding correlation method. 
The concept of sliding correlation is similar to that of SWA. The first several samples are 
shifted and removed to match with stored gesture data at the shifting stage. The system then 
determines the maximum correlation value produced in every sliding stage, which is compared 
with stored gesture data. The goal of this operation is similar to that of dynamic time warping 
(DTW) in [15]. 
 

 
Fig. 5. Flow chart of the proposed method  

 
The method compares the classified data set with stored gesture data that have been assorted 
into the same group using the sliding correlation. We assume that 𝒴 is the pre-processed data 
set, 𝒴 = {y(1), y(2), … , y(𝑁𝑆)}  and the 𝒴′  subset of 𝒴 , 𝒴′𝑎,𝑏  means a subset of 
consecutively arranged data containing the first number, a, to the last number, b. For example, 
𝒴′𝑎,𝑏  could be expressed as 𝒴′1,2 = {y(1), y(2)}, 𝒴′1,3 = {y(1), y(2),𝑦(3)}, …., 𝒴′1,𝑁𝑆 =
{y(1), y(2),𝑦(3), … ,𝑦(𝑁𝑆)} . The sliding correlation set, 𝒮𝒞 , or sync of formulation is 
represented in equation (2).  
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𝒮𝒞 = {𝜌 �𝒴′
1,𝑁𝑆−𝑓𝐶

,𝒟ℬ′𝑓𝐶 ,𝑁𝑆� ,𝜌 �𝒴′
1,𝑁𝑆−𝑓𝐶+1

,𝒟ℬ′𝑓𝐶+1,𝑁𝑆� , … ,

𝜌 �𝒴′
1,𝑁𝑆

,𝒟ℬ′1,𝑁𝑆� , … ,𝜌 �𝒴′
𝑓𝐶 ,𝑁𝑆

,𝒟ℬ′1,𝑁𝑆−𝑓𝐶�} (2) 

where 𝒟ℬ′ is the subset of 𝒟ℬ. Its data are assorted into the same group, 𝐷𝐵′𝑎,𝑏, which is the 
same role of 𝒴′𝑎,𝑏. 𝑓𝐶  is a correlation factor determining how many elements overlap and 
which indicate the count number of sliding. 𝜌(𝑎, 𝑏) is expressed by 𝜌𝑎𝑏 in equation (3).  

 

𝜌(𝑎, 𝑏) =  𝜌𝑎𝑏 =
𝜎𝑎𝑏
𝜎𝑎𝜎𝑏

 (3) 

There is the potential for abnormally high 𝒮𝒞 due to a temporal match caused by user motion 
or the influence of prior motion. To ensure a match with the correct gesture, the typical 
formulation feature has to be compared with the required axes. Therefore, we apply a 
deviation concept between the two formulations. The result of 𝒮𝒞 is divided by the deviation 
of the difference between the acquired data set in the pre-defined database. 𝒮𝒞𝑘 denotes a kth 
element of 𝒮𝒞.  

 

𝑑𝑎 =
1
𝑁𝑆
�|𝒴𝑙 − �𝐷𝐵𝑙| �
𝑁𝑆

𝑙=1

 (4) 

and,  

𝑑𝑣 = �|𝒴𝑙 − 𝐷𝐵𝑙 � − 𝑑𝑎|
𝑁𝑆

𝑙=1

 (5) 

 

Then, if 𝒮𝒞𝑘 > 0,  
 

𝑚𝑎𝑡𝑐ℎ = arg max
𝐷𝐵𝑘

�
𝒮𝒞𝑘2

𝑑𝑣
� (6) 

 

As a result, the acquired data is matched to the pre-defined gesture with the highest similarity 
and the lowest difference in the formulation trend.  

 

3. Test Results 

3.1 Test Environment 
In this section, we verify the effectiveness of the proposed method for hand gesture 
recognition using a wearable band. We also implement the transmit driver’s gesture from the 
wearable band to the HUD. We applied the previously described system environment to our 
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proposed gesture recognition method. The wearable band operates a 32-MHz clock and is 
connected via Bluetooth in Fig. 6. The IMU sensor is a six-axis sensor unit from InvenSense. 
The six-axis data of ICM-20948 is stored as 16-bit data. The accelerometer measures the 
analog acceleration signals generated by a user’s hand movements then converts the signals 
into digital ones via the internal 16-bit A/D converter. The acceleration signals from the 
accelerometer are processed through the I2C interface and the gesture recognition algorithm is 
run simultaneously. The recognized gestures are then transmitted to the HUD as GUI 
commands via Bluetooth. 
 

 
Fig. 6. Wearable band: (a) Components of the wearable band; (b) wearing condition 

 

3.2 Experimental results 
 
The implementation results are based on three subjects, with a total of 1,680 simple and circle 
gestures and 3,360 combined gestures collected in a week. Each test was executed 40–50 times 
for each target gesture where 10 men and 8 women executed the defined experiments. The 
subjects performed gestures with a horizontally equipped wearable band on their right wrist, as 
shown in Fig. 7(a) and (b). When a motion change occurred, the GUI of the HUD changed 
instantly according to the gesture recognition process. Table 2 summarizes the accuracy of 
group matching for each type of input gesture; i.e., if the input gestures of a specific group 
were classified in the same gesture group. For example, an incoming simple gesture was 
recognized as a simple gesture with an overall accuracy of 99.7%. The group matching 
accuracy of the circle and combined was 97.4% and 98.6%, respectively; thus, our 
classification processing procedure was validated. During the experiments, some input 
gestures were not detected at all. This was because the acceleration of the hand motions was 
too small to reach the threshold. The missing gestures were not considered when determining 
the recognition accuracy because they did not go through the recognition procedure. Table 3 
shows a comparison of recognition performance between our proposed algorithm and three 
existing methods: Sign Sequence and Template Matching (SSTM) [3], DTW [15], Gesture 
Decomposition and Similarity Matching (SM) [4] and Machine Learning with Neuron 
memory [29]. Note that, although the recognition accuracy of our proposed algorithm was 
slightly lower than that of DTW, our system incorporates substantially more gestures; four 
times that of DTW. Moreover, some of the pre-defined gestures used in the recognition have 
similar features, so our proposed method can simply and rapidly classify gestures. Also, our 
proposed algorithm exhibited higher recognition accuracy than the similar SM method. 
Especially, we additionally have been implementing and testing the ML gesture recognition 
with neuron memory for comparison. The neuron memory can be stored before learned 12 
gestures. Then we tested the gesture recognition 30 times per each gestures. As following the 



766                                                                Sangyub Lee et al.: A Hand Gesture Recognition Method using Inertial Sensor 
for Rapid Operation on Embedded Device 

presented algorithms in the left column, other columns of Table 2 represent the number of 
gesture, average accuracy described in corresponding papers, and the overall number of test 
sample, respectively. Note that, although the recognition accuracy of our proposed algorithm 
is slightly higher than DTW. Also, some of pre-learned gestures using neuron memories which 
we have used to match the similar features is slightly higher but, our proposed method can be 
simple and low cost device as the view of implementation. 

Table 2. Gesture group matching accuracy (%) 

 
Recognized gesture Number of 

test samples simple circle combined 

Input 
gesture 

simple 99.7 0.3 0.0 840 

circle 0.1 97.4 2.5 840 

combined 0.1 1.3 98.6 3,360 
 

Table 3. Performance comparison between different gestures recognition methods  

Algorithms Number of 
gestures 

Accuracy (%) 
Number of test 

samples 

DTW [13] 8 98.6 540 

SSTM [3] 7 95.6 628 

SM [4] 12 97.2 1,134 

ML [29] 12 100 360 
Proposed 
method 

36 99.7 5,040 

 

 
Fig. 7. Implementation and test environment for the gesture recognition method:  

(a) system set up; (b) gesture recognition test 
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System set up in driving environment System set up with gesture recognition  

  

Gesture recogntion and application response in 
highway driving environment 

Gesture recogntion and application response in vehicle 
stationary  

  

Gesture recogntion and application response in gear 
mode in parking  

Gesture recogntion and application response in gear 
mode in driving 

Fig. 8. Real test environment for the gesture recognition method 

4. Conclusions  
In this study, we proposed a new hand gesture recognition method that is compatible with an 
HUD system for use in vehicle navigation. For fast link adaptation and reduced processing 
during gesture recognition, the required algorithm was designed to be simple and require 
minimal resources. Our simple yet effective method recognizes hand gestures with an IMU 
sensor based on the correlation matching technique. The system employed sliding correlation, 
gap-deviation, and inter-correlation for three gesture groups: simple, combined, and circle 
gestures. If the acquired data set was classified as simple or combined, the system operated 
sliding correlation and gap-deviation. For circle gestures, the system operated inter-correlation. 
To confirm the effectiveness of the system, we tested the proposed algorithm using 
pre-defined gestures of specific motions with a wearable platform device. The experimental 
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results validated the feasibility and effectiveness of the proposed hand gesture recognition 
system. Despite being based on a very simple concept, the proposed algorithm showed good 
performance in recognition accuracy. However, the algorithm is very sensitive to fluctuations 
in data trends; therefore, the correlation concept adjusted in the proposed algorithm is likely to 
produce false positives. For instance, various trends of user movement include velocity, 
direction, gradient, and device noise. Because the correlation between stored databases is key 
for the recognition, it would be difficult to employ the proposed algorithm into a commercial 
product for the public. Therefore, future research will further develop the optimizing 
recognition method and determine the most effective optimization factors for improving 
algorithm performance. Especially, circle and combined gesture recognition working in a 
driving environment is needed to be more rapid recongition since they are required to analyze 
exactly up, down, right and left.    
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