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Abstract 
In recent years, the problem of data drifted of the smart grid due to manual operation has been widely studied 
by researchers in the related domain areas. It has become an important research topic to effectively and reliably 
find the reasonable data needed in the Supervisory Control and Data Acquisition (SCADA) system has become 
an important research topic. This paper analyzes the data composition of the smart grid, and explains the power 
model in two smart grid applications, followed by an analysis on the application of each parameter in density-
based spatial clustering of applications with noise (DBSCAN) algorithm. Then a comparison is carried out for 
the processing effects of the boxplot method, probability weight analysis method and DBSCAN clustering 
algorithm on the big data driven power grid. According to the comparison results, the performance of the 
DBSCAN algorithm outperforming other methods in processing effect. The experimental verification shows 
that the DBSCAN clustering algorithm can effectively screen the power grid data, thereby significantly 
improving the accuracy and reliability of the calculation result of the main grid’s theoretical line loss. 
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1. Introduction 

With the rapid development of the economy, culture, and technologies, the research on smart grid [1] 
has attracted considerable attention from the research institutions throughout the world [2]. The smart 
grid aims to construct big-data-based power grid which is capable of automatically monitoring the 
equipment, collecting user information and storing the power marketing data, etc. [3]. In the domain of 
power line transmission, the quality of power distribution network, which serves as the power grid 
terminal directly connecting to the users, has an impact on power quality [4]. 

Due to the wide application of cloud platform, big data are extensively used in various fields [5], and 
the artificial intelligence (AI) has become the hottest research direction in the academic and the industrial 
community at present [6]. The research on the transfer-learning-based AI tool had been used to diagnose 
the blinding retina diseases and pneumonia [7]. The AI team of the Intel released the open-source 
nGraph, which enabled the data scientists to focus on the research and development of data science 
instead of worrying about the problem of deploying deep neural network (DNN) model to different 
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equipment for efficient training and operation. The State Power grid Information & Telecommunication 
Co. Ltd. also founded big data teams to confront the challenges to the smart grid [8]. 

The stable and automated SCADA (Supervisory Control and Data Acquisition) has always been 
dependent on the data features for parameters of the power system in each dimension [9-11]. Nowadays, 
the theoretical line loss calculation of SCADA main grid mainly involves four types of data: line model, 
transformer model, topological data, and equipment running data. Wherein, the line model data mainly 
includes line model, length, the resistance of unit length, the susceptance of unit length, etc. [12]. The 
transformer model data mainly includes transformer model, nominal capacity, rated voltage, the 
percentage of no-load current, no-load loss, short line loss, the percentage of short-line voltage, etc. The 
topological data describes the connective relation among equipment in the main grid [13]. The 
equipment includes the switch, transformer winding, bus, capacitor and reactor, generator, load and line, 
etc. The running data of equipment includes the active state, the reactive state, and the current. The 
running data of the transformer includes the active state, the reactive state, the current and the tap 
position on the high voltage side, medium voltage side, and low voltage side [14]. The running data of 
switch includes the On-Off state. The running data of load is the active state and the reactive state. The 
running data of the bus is voltage. The theoretical line loss for the main grid is calculated by using the 
result of load flow calculation which based on the data of line and transformer models. 

In the long-term collection and recording of high-density data [15], the visual fatigue, lowered mental 
concentration, and other physiological factors may affect the accuracy of data, and influences the 
correctness of evaluated steadiness data of the electric system [16]. The data collection problem of 
SCADA has existed for years, and there is still a lack of the appropriate solution. For the problem of data 
screening in the power system, the researchers pointed out that the data information collected via big 
data both includes the true data information and the false data information [17,18], which people hope 
to solve through the intelligent screening [19]. 

In recent years, the clustering method based on machine learning has been extensively applied to image 
recognition, video classification, semantics understanding, etc. The combination of the K-means 
clustering algorithm and the traditional Mahalanobis distance has been implemented to measure the 
upper and lower volume ratio for fruit trees in the orchards with significant effect [20]. Furthermore, the 
clustering method also exerts a satisfactory function in the ship noise data processing [21]. However, the 
research on the application of the clustering based on machine learning to the power data system has not 
been reported, which highlights the necessity of the machine learning based power data screening [8]. 

To cope with the low accuracy of feedback data in the statistic process of power grid, this paper applied 
the algorithms which based on data density features for data screening according to the correctness and 
reliability of big data probability distribution based on the theoretical basis of density-based spatial 
clustering of applications with noise (DBSCAN) [22], and compares them by means of the traditional 
methods such as boxplot method. The practical study proves that DBSCAN processing based on data 
density significantly outperforms other data processing methods. 

In China, the line parameters (e.g., wire length and cross-sectional area) of the power grid model are 
influencing each other. The selection of line parameters has always been a difficult problem. The 
unsuitable selection of line parameters will lead to increase the line loss rate, further reducing the power 
quality. Nowadays, the compliance of a set of line parameters with the requirements for line loss depends 
entirely on the experience of electrical engineers. However, it is impossible to assign an experienced 
engineer during the process of collecting each piece of data in the power grid, which is extremely costly 



An Optimization Method for the Calculation of SCADA Main Grid's Theoretical Line Loss Based on DBSCAN 

 

1158 | J Inf Process Syst, Vol.15, No.5, pp.1156~1170, October 2019 

and inefficient. Besides, the line parameters are completely determined by the engineer's experience, 
which is the lack of rationality. Therefore, it has become an important issue to determine the appropriate 
line parameters efficiently and cost-effectively and the combination of machine learning and engineers’ 
experience has become a promising way to solve this issue. 

 
 

2. Materials and Methods 

2.1 Data Acquisition 
 

The main data used in this research is from the smart grid data of Zhejiang Province in China. As the 
traditional manual collection of data, would result in the deviation of part of data in the dataset due to 
multiple factors such as long-term working, and the cluster screening is a proper choice to screen for the 
reasonable static power data according to the features of data itself [23]. 

This paper mainly studies the data analysis and cluster screening for static power data model under the 
main grid voltage classes of 35 kV, 50 kV, 100 V, 500 kV, 1,000 kV, respectively. The analysis result is 
compared using the traditional data screening methods (such as boxplot method and probability weight 
analysis method, etc.), and the comparison results are presented for the multidimensional data screening. 

There are a total of 10,174 pieces of data in the line model. Table 1 shows part of the data, where ‘cross-
sectional_area’ represents the cross-sectional area of the line, ‘length’ represents the length of the line, 
and ‘voltage_class’ represents the voltage level of the line. 

 

Table 1. The raw data of the power line model 
No. Cross-sectional_area (mm2) Length (km) Voltage_class (kV) 

1 300 20.788 110 
2 185 4.663 35 
3 185 2.434 35 
4 400 0.638 220 
5 240 2.434 35 
6 300 1.778 110 
7 300 1.778 110 
8 720 104.6 500 
9 185 4.663 35 

10 300 4.42 110 
...  ...  

10,174 240 3.439 110 
 
As each voltage level has different requirements for the material of line, the lines are classified according 

to the voltage level. We have obtained 2,828 pieces of data from 35 kV line model, 4,447 pieces from 110 
kV line model, 2,706 pieces from 220 kV line model, 183 pieces from 500 kV line model and 10 pieces 
from 1,000 kV line model. Some raw data of classified lines are presented in Table 2. 

The big data based data processing method is not suitable to process the data from 500 kV and 1,000 
kV line models due to its limited data size (183 pieces of data from 500 kV models; 10 pieces of data from 
1,000 kV line models). Therefore, this paper only analyzes the line models under the three voltage levels 
of 35 kV, 110 kV, and 220 kV. 
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Table 2. Some raw data of three kinds of voltage classes 
Classification No. Cross-sectional_area (mm2) Length (km) 

Data of 35 kV voltage class 1 300 13.33 
2 240 7.06 
3 150 5 
4 150 3.08 
5 240 8 
6 240 10 
7 240 6.88 
...                            ...  

2,828 300 7.2 
Data of  110 kV voltage class 1 240 26.27 

2 300 4.56 
3 300 4.56 
4 300 4.56 
5 300 4.56 
6 300 2.54 
7 300 1.50 
... ...  

4,447 240 15.49 
Data of 220 kV voltage class 1 400 1.09 

2 400 1.09 
3 400 0.90 
4 400 0.87 
5 300 0.60 
6 400 0.39 
7 300 0.54 
... ...  

2,706 240 0.44 

 
2.2 Data Preprocessing 

 

The monitoring and feedback data of the smart power system have some drawbacks such as huge data 
size, numerous data types, ineffective information, etc. [2]. To obtain the reasonable data fit for this 
research, the raw data is processed for the power monitoring and feedback which includes conductor 
length, cross-sectional area, resistance, circuit region, circuit model, etc. Considering the data extraction 
should conform to the practice of the extraction of cross-sectional area, in the case of one length of 
conductor with multiple cross-sectional area, the processing method is to divide one length of the 
conductor into multiple parts and to mark each part by corresponding cross-sectional area. 

The missing data and nulls in the raw data were all weeded out in the data preprocessing to avoid 
influence on the experimental result. Besides, the general data were normalized with the consideration of 
the density level of cluster data. 

 
2.3 Boxplot Method and Probability Weight 
 

Boxplot is a graph used to display the dispersion of a set of data. It can show the maximum, minimum, 
median, and upper and lower quartiles of a set of data. 

A boxplot is drawn according to the following steps: 
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1) Determine the median, upper quartile (Q3) and lower quartile (Q1) of the line loss data to be 
processed; 

2) Determine the interquartile range of the line loss data from the line model IQR=Q3–Q1; 
3) Two line segments are drawn at Q3+1.5*IQR and Q1–1.5*IQR, respectively, which are defined as 

the inner limits of the line loss data; two line segments are drawn at Q3+3*IQR and Q1–3*IQR, 
respectively, which are defined as the outer limits of line loss data. The data represented by the points 
outside the inner limit are all abnormal values, where those between the inner limit and the outer limit 
are mild ones, and those outside the outer limit are the extreme ones. 

 
2.4 DBSCAN Method   
 

DBSCAN is an algorithm depicting the compact degree of sample distribution based on a group of 
“neighborhood” parameters. For a given dataset D={x1,x2,...,xm}, there are following concepts [24]: 

1) ε-neighborhood: For xj∈D, its ε neighborhood includes the samples which keep distances from xj 

no longer than ε in the sample set D, as shown by Eq. (1): 
 

                                                   (1) 
 

where ε is the minimum radius, dist(xi,xj) denotes the distance from xi to xj, i,j=1,2,...,m. 
2) Core object: If xj includes at least MinPts samples, i.e., , it is a core object. 

3) Density-directly-reachable: If xj is located in the ε-neighborhood of xi, and xj is the core object, xj is 
called density-directly-reachable by xi. 

4) Density-reachable: For xi and xj, if there exists a sample sequence p1,p2,...,pn , wherein, p1=xi, pn=xj 
and pi+1 is density-directly-reachable by pi, xj is called density-reachable by xi 

5) Density-linked: For xi and xj, if xk exists to make xi and xj density-reachable by xk, xi is called density-
linked with xj. 

To research the relation between two neighborhood parameters, clustering analysis is carried out on 
the power line model data for an East China province, which the results are shown in Table 3. Let us 
denote the minimum radius as ε and the number of points within the minimum radius as MinPts. 

 
Table 3. Clustering results of 110 kV experimental datasets 

Sample set (kV) Parameter 
(ε, MinPts) 

Number of 
clusters Outlier 

Cross-sectional area (mm2) Length (km) 
S_max S_min L_max L_min 

110 (30, 40) 4 51 67.6 0.02 425 120 
110 (30, 80) 3 145 67.6 0.02 425 185 
110 (30, 120) 3 245 67.6 0.02 425 210 
110 (30, 160) 2 397 67.6 0.028 340 210 
110 (30, 200) 2 397 67.6 0.028 340 210 

 
In Table 3, L_max and L_min represent the maximum and minimum of line length, respectively; 

S_max and S_min represent the maximum and minimum of cross-sectional area, respectively. 
Observation of the above table finds that the influence of the two density parameters on the clustering 

result may have some intrinsic correlation. Based on the above observation and conjecture of data, the 
following experiments were conducted. 

}),(|{N   jiij xxdistDxx ）（

MinPtsx j |N| ）（
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Experiment 1: Firstly, a dataset of operation model dataset with adequately large data size was selected, 
and each piece of data respectively included two data dimensions of conductor length and cross-sectional 
area of the conductor. The original data was put in the data model and density parameters were adjusted 
to obtain different clustering results. Then, the data size in the original dataset was doubled, and the data 
was put in the data model again. In the meanwhile, the parameter value of MinPts was doubled 
correspondingly, with the experimental result obtained as shown in Table 4. 

 

Table 4. The clustering results of double times dataset 

Sample set (kV) 
Parameter 
(ε, MinPts) 

Number of 
clusters Outlier 

Cross-sectional area (mm2) Length (km) 
S_max S_min L_max L_min 

110 (30, 40) 5 72 67.6 0.02 425 70 
110 (30, 80) 4 102 67.6 0.02 425 120 
110 (30, 120) 4 104 67.6 0.02 425 120 
110 (30, 160) 3 258 67.6 0.02 425 185 
110 (30, 240) 3 490 67.6 0.02 425 210 
110 (30, 320) 2 794 67.6 0.028 340 210 
110 (30, 400) 2 794 67.6 0.028 340 210 

 
Experiment 2:  Firstly, a data set of an operation model dataset with an adequately large data size was 

selected, and each piece of data respectively included two data dimensions of conductor length and cross-
sectional area. The original data was put in the data model and density parameters were adjusted to obtain 
different clustering results. Then, half of the data were randomly extracted from the raw data and put in 
the data model for operation. In the meanwhile, the MinPts has been reduced to half of the original value 
accordingly, with the result as shown in Table 5. 

 

Table 5. The clustering results of half dataset 

Sample set (kV) Parameter 
(ε, MinPts) 

Number of 
clusters Outlier 

Cross-sectional area (mm2) Length (km) 
S_max S_min L_max L_min 

110 (30, 20) 6 12 67.6 0.0225 425 70 
110 (30, 40) 4 49 67.6 0.0225 425 185 
110 (30, 60) 4 50 67.6 0.0225 425 185 
110 (30, 80) 3 122 67.6 0.0225 340 185 
110 (30, 100) 2 204 67.6 0.0225 340 220 

 
Comparison of the above two experiments can result in the following conclusions: 
1) The clustering results for the dataset with different sizes under the same neighborhood parameters 

are different.  
2) When the dataset is completely duplicated into twice that of the original dataset, the MinPts in the 

density parameters is also increased to twice that of the original value, and the clustering results are 
identical.  

3) Increase the MinPts index to twice of the original value when the data size of the new dataset is twice 
that of the original dataset. Though the obtained clustering result is not identical to the result of the 
original dataset, however, they are roughly in compliance with each other.  

In summary, the results obtained using DBSCAN clustering are related to the type of clustering 
parameters and the size of clustering data. 
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Based on the above conclusion, we attempt to find out the optimum density parameters under the 
dataset with a certain amount of data. When the new data is provided, just compare the new data size 
with that of the original clustering data, thereby adjust the parameter index of MinPts in the clustering 
algorithm according to the size of the new data. Then, the practical significance and functions of the two 
neighborhood parameters can be differentiated, where ε is the radius parameter, which determines the 
index of clustering density according to the concrete data variables. The MinPts is the data parameter, 
which determines the index of clustering density according to the data size of the clustering target. 

 
 

3. Experiments and Results 

Coupled with the development of the economy and productive forces like technologies, the quality of 
electric power has played an important role in people’s life [25]. Currently, the power system mainly uses 
two models: the main grid line model and the main grid transformer model. The former mainly analyzes 
various attribute properties of the conductor with different voltage classes, and is mainly influenced by 
the length and cross-sectional area of conductors. The latter is a commonly used model judging the 
performance of the transformer and is mainly affected by line loss and capacity. For the above two 
common power data models, the paper analyzes the optimization method for related data and compares 
the optimization effect of the algorithms. 

 
3.1 Boxplot Method and Probability Weight Analysis 

 

As a mature and convenient means in traditional data screening and data preprocessing, the boxplot 
method has always been favored by a great many data researchers. For the traditional data screening of 
power related big data, the data processing method of boxplot targeting each variable is a reliable means. 

The data for the main grid line model for an East China province is screened through the boxplot 
method and probability weight analysis, with the raw data is as shown in Table 6. 

 

Table 6. The list of raw data statistics 

Voltage_class (kV) L_max
(km)

L_min
(km)

L_mean
(km)

S_max
(mm2)

S_min 
(mm2) 

S_mean 
(mm2) 

35 25,555 0.01 22.25 500 50 203.3761 
110 500 0.02 9.00 630 50 280.5564 
220 116.69 0.032 9.90 675 70 383.9208 
500 246.17 0.77 52.81 800 300 561.4583 

1,000 275.28 118.2 180.47 630 630 630 
 
Different boxplots are established to process the data of main grid line model with different voltage 

classes. The processed result is shown in Fig. 1. 
 

 
Fig. 1. The result of analysis by boxplot method. 
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For the length data in the data of main grid line, most of the frequencies by which the lengths 
corresponding to the voltage classes of 35 kV, 110 kV, 220 kV, 500 kV appear once, which makes it 
impossible to take scope using probability. The probability is uniform relatively, so the algorithms such 
as boxplot or something can be considered for data analysis. According to the characteristics of data 
structure and processing result, the values between the Q3+1.5*IQR and Q1–0.25*IQR are selected to 
constitute a box, while the rest ones are called abnormal values. Wherein, the interquartile range IQR = 
Q3 – Q1. For the data of main grid line model with the five voltage classes, the data respective partition 
is carried out using boxplot method, with the statistical result of the maximum and minimum as shown 
in Table 7. 

 
Table 7. Result of the maximal and minimal lengths obtained by boxplot method 

Voltage_class (kV) L_max (km) L_min (km) 
35 24.3985 1.5048 

110 22.7045 1.6643 
220 32.9459 0 
500 114.115 22.2375 

1000 307.81 99.635 
 
As the data is distributed discretely, it is advisable to process the cross-sectional area data in the line 

data of the main grid using boxplot method. Thus the probability weight analysis method is adopted. 
The “big value” appearing for the first time within the minimal scope is taken as the lower limit of 

cross-sectional area data, and the “big value” appearing for the first time within the maximal scope is 
taken as the upper limit of sectional area data. The output interval is defined according to the two values 
and the reasonable sectional area data is screened for. 

The data statistical result of the cross-sectional area in the experiment is as shown in Table 8. 
It is found by dint of the related knowledge of probability statistics that the probability weight and 

frequency corresponding to the area of 70 are significantly higher than those corresponding to the areas 
of 50 and 60. Such is the situation that the data of 70 as the lower limit of statistics. Through the above 
methods, the maximum and minimum for the line model area with 5 voltage classes are obtained, as 
shown in Table 9. 

 
3.2 Analysis via DBSCAN-based Clustering Algorithm  
 

As the length and the cross-sectional area are two reference parameters which simultaneously act on 
the result of data screening, it is more reasonable to consider simultaneously these two variables for 
screening than to screen individual variables respectively, so the DBSCAN-based clustering algorithm is 
adopted for data analysis. 

As raw data differ a lot in order of length and cross-sectional, while the DBSCAN algorithm requires 
the relatively average order of variables, the raw data is first subject to standardization by using the Eq. (2). 

 

                                                                              (2) 
 

Python is used as a platform for big data processing. For the power grid data with the voltage of 35 kV, 
110 kV, 220 kV, the clustering results are shown in Tables 10–12.  

x10logy 



An Optimization Method for the Calculation of SCADA Main Grid's Theoretical Line Loss Based on DBSCAN 

 

1164 | J Inf Process Syst, Vol.15, No.5, pp.1156~1170, October 2019 

Table 8. The data statistical result of the cross-sectional area 
Cross-sectional_area (mm2) Frequency Probability 

50.00 1 0.0468 
65.00 1 0.0468 
70.00 56 2.6180 
82.50 3 0.1403 
85.00 4 0.1870 
90.00 2 0.0935 
92.50 7 0.3273 
95.00 59 2.7583 

101.67 1 0.0468 
105.00 6 0.2805 
107.50 6 0.2805 
109.00 3 0.1403 
110.00 3 0.1403 
113.33 1 0.0468 
117.50 1 0.0468 
120.00 118 5.5166 
121.67 1 0.0468 
122.50 3 0.1403 
123.75 3 0.1403 
125.00 2 0.0935 
126.67 2 0.0935 
127.50 13 0.6078 
133.33 4 0.1870 

 
Table 9. Result of the maximal and the minimal cross-sectional areas obtained by probability weight 
analysis method 

Voltage_class (kV) S_max (mm2) S_min (mm2) 
35 400 70 

110 500 150 
220 630 185 
500 800 300 

1000 630 630 
 

Table 10. The clustering result of 35 kV voltage by DBSCAN algorithm 
Parameter 
(ε, MinPts) 

Number of 
clusters Outlier 

Cross-sectional area (mm2) Length (km) 
S_max S_min L_max L_min 

(50, 80) 2 67 46.4 0.01 300 25 
(30, 60) 4 67 46.4 0.01 300 25 
(90, 70) 1 67 46.4 0.01 300 25 

(50, 250) 2 67 46.4 0.01 300 25 
(30, 40) 5 15 46.4 0.01 400 25 
(50, 50) 3 15 46.4 0.01 400 25 

(100, 40) 2 7 100 0.01 400 25 
(10, 30) 8 53 36.5 0.01 400 70 
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Table 11. The clustering result of 110 kV voltage by DBSCAN algorithm 
Parameter 
(ε, MinPts) 

Number of 
clusters Outlier 

Cross-sectional area (mm2) Length (km) 
S_max S_min L_max L_min 

(60, 20) 3 23 100 0.02 465 35 

(60, 50) 3 25 100 0.02 465 50 

(40, 30) 3 43 79.088 0.02 426 95 

(50, 50) 3 40 79.088 0.02 465 95 

(80, 30) 1 9 100 0.02 500 35 

(80, 50) 1 9 100 0.02 500 35 

(100, 110) 1 9 100 0.02 500 35 

(30, 40) 4 51 67.6 0.02 425 120 

 
Table 12. The clustering result of 220 kV voltage by DBSCAN algorithm 

Parameter 
(ε, MinPts) 

Number of 
clusters Outlier 

Cross-sectional area (mm2) Length (km) 
S_max S_min L_max L_min 

(40, 30) 2 0 81.545 0.032 630 120 

(80, 30) 2 0 115.126 0.032 675 70 

(100, 110) 2 0 115.126 0.032 675 70 

(100, 40) 2 0 115.126 0.032 675 70 

(80, 50) 4 2 115.126 0.032 675 120 

(60, 20) 2 2 115.126 0.032 675 120 

(70, 50) 4 6 115.126 0.032 675 120 

(30, 40) 5 60 81.545 0.032 630 220 

 
The data volume is so limited, with only 183 and 10 pieces of data for voltage levels of 500 kV and 1,000 

kV, respectively, that it is not suitable to cluster them using DBSCAN method. Therefore, the clustering 
will not be performed for the data of 500 kV and 1,000 kV. 

The data results under each parameter are empirically judged by the electrical engineers from the State 
Grid Corporation of China. Tables 10–12 displays the line loss parameters under each voltage level. Table 
13 presents the results obtained by the DBSCAN clustering method and the boxplot probability weighting 
algorithm. 

 
Table 13. The result obtained using DBSCAN method 

Voltage_class (kV) S_max (mm2) S_min (mm2) L_max (km) L_min (km) 
35 400 25 46.4 0.01 

110 465 95 79.088 0.02 
220 630 220 81.545 0.032 

 
3.3 Comparative Analysis of the Results 
 

The results obtained using DBSCAN clustering method and boxline probability weighing algorithm 
are shown in Table 14. 
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Table 14. The results obtained using DBSCAN method and boxplot and probability weighing algorithm 
Method Voltage_class (kV) S_max (mm2) S_min (mm2) L_max (km) L_min (km) 

Boxplot and probability 
weight analysis 

35 400 70 24.3985 1.50475 
110 500 150 22.7045 1.66425 
220 630 185 32.9459 0 
500 800 300 114.115 22.2375 

DBSCAN 35 400 25 46.4 0.01 
110 465 95 79.088 0.02 
220 630 220 81.545 0.032 
500 630 400 124.8 0.77 

 
The comparison of the above two processing methods can reach the following conclusions:  
1) In processing the data containing multiple variables, the DBSCAN algorithm can process and screen 

the multivariable data simultaneously, and the processing result is better than the result of only processing 
the data with a single variable. By contrast, in the boxplot and probability weighting method, a single 
variable takes a certain data close to the maximum and minimum values as the potentially suitable range 
of this parameter. The results obtained using the above methods, for not taking into account the 
connection of parameters, may cause inaccuracy. For example, for the 220 kV line model, the minimum 
line length obtained by the boxplot method is 0, which is impossible in actual situations. 

2) DBSCAN has a higher data resolution, hence it can provide a more precise result for some practical 
problems without being influenced by some abnormal values. For example, for the power grid data in the 
East China province, some numerical values increased abnormally due to the misuse of the unit in the 
real process. If the traditional probability weight method had been used for analysis, the derived result 
would have had huge deviations. 

 
 

4. Discussion 

To demonstrate the advantages and disadvantages of the above two algorithms, the line data of a grid 
transformer is used to experimentally examine the above conclusions. 

In contrast, the data processing results obtained by the boxplot method are shown in Table 7. 
The main grid’s transformer model is a data analysis model which is established based on the influence 

of the two variables of load and capacity on the result for the transformers with different windings under 
different voltage classes. Based on the above comparison between the clustering analysis and analysis via 
other data screening methods, the DBSCAN clustering algorithm is utilized to carry out a clustering 
analysis on the transformer model data, with clustering result shown in Table 15. 

Wherein, the clustering for a certain parameter (e.g., ε = 0.1, MinPts = 20) obtains the result as shown 
in Fig. 2. Its ordinate represents the base 10 logarithm of the capacity. 

It is observed from the Fig. 2 that the DBSCAN clustering algorithm obviously weeds out some 
unreasonable data with appropriate data size (take the above black data as example, the practical survey 
found that it is the waste data produced by users’ incorrect filling of unit) and reserves the reasonable 
data conforming to the characteristics of power grid.  

The thresholds of 110_10 kV transformer for boxplot method are presented in Table 16. 
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Table 15. The thresholds of 110_10 kV transformer in DBSCAN method in different parameters 

Parameter 
(ε, MinPts) 

Number of 
clusters Outlier 

Load Capacity 
Load_max 

(kW) 
Load_min 

(kW) 
C_max 
(kVA) 

C_min 
(kVA) 

(0.05, 30) 2 115 44.72 17.12 50,000 40,000 
(0.05, 40) 2 117 44.72 17.12 50,000 40,000 
(0.05, 50) 2 120 44.72 18.167 50,000 40,000 
(0.05, 20) 4 62 44.72 17.12 50,000 31,500 
(0.1, 20) 2 36 59.88 15 63,000 31,500 
(0.1, 40) 2 56 52 15 63,000 31,500 
(0.2, 30) 1 14 60 10 80,000 20,000 
(0.2, 40) 1 14 60 10 80,000 20,000 
(0.3, 30) 1 9 96.4 10 100,000 20,000 
(0.3, 20) 1 9 96.4 10 100,000 20,000 

 

 
Fig. 2. The clustering result of the main grid’s transformer model by DBSCAN algorithm. 

 
Table 16. The thresholds of 110_10 kV transformer for boxplot method 

Load_max (kW) Load_min (kW) C_max (kVA) C_min (kVA) 
200.4 10 100,000 20,000 

 
By repeatedly searching and comparing the raw data of the transformer, it is found that a considerable 

part of the data presenting the power capacity is incorrectly counted in terms of the unit of their 
magnitude, resulting in the great offset of the overall data. For the data processing method based on the 
boxplot, the range of values of parameters can only be obtained by the extremum and median of the raw 
data, and the threshold offset caused by the magnitude error cannot be ignored. For example, the 
threshold range C_max=100,000 given in Table 16 is an obvious error caused by magnitude error. For 
the DBSCAN method, as long as the parameters are appropriately adjusted, the interference of the 
magnitude error can be eliminated by clustering, as indicated by the results listed in Table 15. 

Finally, through the repeated confirmation with the engineers from the State Grid, the parameters of 
110_10 kV transformer are set to (0.05, 50), and the thresholds are presented in Table 17. 
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Table 17. The final thresholds result of 110_10 kV transformer  
Load_max (kW) Load_min (kW) C_max (kVA) C_min (kVA) 

44.72 18.167 50000 40,000 
 
 

5. Conclusion 

Currently, the proper data processing means are still absent in the statistics for smart grid data in the 
domain of power system. Although the traditional boxplot method and the probability weight method 
can screen the data, there still lacks the correlation between multiple dimensions of data, and the 
processing result is not perfect. The experimental verification indicates that the DBSCAN-based 
clustering method can effectively screen the monitoring and feedback data for the line transformer of the 
smart grid, and result in more satisfactory clustering effect in comparison with other methods. This 
method can significantly improve the accuracy of big data of the smart grid, thereby guaranteeing the 
reliability of the whole grid system. 

It has been verified that through the above experiments the DBSCAN has a significantly better effect 
on obtaining the thresholds of multi-dimensional data than the boxplot method which can only analyze 
the one-dimensional data. Besides, the DBSCAN also solves the problem of dependence on the engineer’s 
experience to completely determine the line parameters. The DBSCAN can determine the threshold 
ranges of the related parameters, e.g. line loss, inline model. Through further confirmation of the 
engineers from the State Grid, the threshold range of the relevant parameters of the line model is 
determined in this paper. 
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