
Ⅰ. Introduction

The masses of social media users provide a multi-
tude of opinions. The subjects of these opinions vary 

across a wide spectrum, ranging from certain political 
issues, to governments, to specific products or even 
personal chats. Opinion mining extracts value from 
these texts through the use of semantic analysis. Such 
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mining identifies a sentiment from a given context 
like whether the text is positive or negative, and, 
if it is positive, how positive it is. Opinion mining 
is actively applied in many different types of docu-
ments such as those with large numbers of random 
comments, product reviews, articles and so on (Duan 
et al., 2013; Giachanou and Crestani, 2016; Iosifidis 
and Ntoutsi, 2017; Paul et al., 2017; Zhai et al., 2011). 
For example, we can even extract public opinion 
from comments which arbitrary internet users left 
on portal sites or online journals (Duan et al., 2013; 
Zhai et al., 2011).

In this paper, we focus on the use of opinion 
mining in product reviews. Companies are eager to 
utilize product reviews to refine the raw data from 
social media (Hu et al., 2006). As product reviews 
on social media indicate what people have in mind, 
they are an invaluable resource for companies to 
act upon. Although there are already various opinion 
mining approaches to extract value from these online 
reviews, they largely only measure the results in a 
single dimension. However, this is insufficient to 
fully represent reality, as consumers rarely consider 
only a single aspect of products. For example, one 
may appreciate the design and quality of a certain 
product while she or he might not feel the same 
about its price. To address this problem, we present 
a multidimensional analysis of consumers’ opinions 
from online product reviews.

We designed a six-dimensional framework based 
on an existing marketing management theory (Kotler 
and Levy, 1969; Kotler et al., 2012). We specified 
criteria for each dimension to categorize the sentences 
of reviews. We mainly utilized the semantic distances 
between these criteria, the rules for each dimension, 
and the sentences of the product reviews. We vector-
ized all the words to measure the similarity between 
text datasets. Once each sentence was categorized, 

we conducted sentiment analysis for the sentences. 
We visualized those results in radar graphs by using 
numerical outcomes of sentimental analysis. We illus-
trated the whole procedure empirically with Amazon 
product reviews for the iPhone series (6s, SE, and 
7) and Galaxy series (S6, S6 edge, and S7). We have 
plotted boxplots to show the distributions of senten-
ces of reviews in each dimension. Also, we presented 
the reviews in a radar graph with the six axes of 
a multidimensional framework. Finally, we evaluated 
our proposed approach by comparing the F1 score 
of sentence classification result with the baseline, 
which is a manual classification done by trained 
participants.

The new approach is designed to be universally 
applicable to other product reviews. With our multi-
dimensional approach, companies can obtain prac-
tical information which was not easy to glean from 
earlier methods. For example, the variations in cus-
tomers’ opinion by product generation can be identi-
fied with this new approach. Companies can also 
easily recognize the gap between their goals and the 
real market situation. Additionally, companies can 
obtain insights on their competitors’ strategies and 
market trends by comparing the results of products 
to those of their competitors. This provides compa-
nies with clearer information to help them determine 
the direction they should take.

Ⅱ. Related Work

2.1. Market Sensing

Product are important for the success of a company 
in any given market (Kotler and Levy, 1969; Kotler 
et al., 2012). To successfully launch their products, 
companies need to be good at market sensing. Market 
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sensing is the process of gathering market intelligence 
and acting upon that information (Kotler et al., 2012). 
This is considered to be a critical aspect that is neces-
sary for a company to survive in a competitive busi-
ness environment (Day, 1994; Kim and Shin, 2015; 
Kim et al., 2017).

Before the concept of market sensing arose, there 
was a marketing mix called the 4Ps - Product, Place, 
Promotion, and Price (McCarthy et al., 1979). The 
marketing mix included the “product” as one of its 
components. This strategy suggests that the product 
actually plays a key role in business management. 
Although it is crucial that companies have clear pic-
tures of their products, it is also highly important 
that companies know how their consumers view their 
products (Kotler et al., 2012). Therefore, there have 
been many studies covering marketing and market 
sensing (Kordupleski, 2003; Piercy, 2016).

Philip Kotler has pointed out that classifying prod-
ucts by their forms is the starting point for broadening 
the concept of marketing (Kotler and Levy, 1969). 
After that, he even suggested a framework that in-
volved Levels of Products, which helps to identify 
distinct points of products (Kotler et al., 2012). 
Further, James Adams specified the multiple di-
mensions of a product to optimize its quality (Adams, 
2012).

2.2. Opinion Mining

More opinions are accumulated as more people 
make use of social media. These accumulated opin-
ions on social media make it easy to conduct market 
sensing. Opinion mining from social media data is 
one of the most vigorous market analyzing activities. 
Opinion mining research has been applied to review 
data (Hu and Liu, 2004; Koo et al., 2015; Lu et al., 
2011; Wang et al., 2016; Zhang et al., 2006; Zhu 

et al., 2010). Since customers’ reviews are available 
online, opinion mining is widely studied in multiple 
domains such as mobile products, tourism, and so 
on (Koo et al., 2015; Wang et al., 2016; Zhang et 
al., 2006; Zhu et al., 2010). Zhang utilized sentiment 
analysis to predict the utility of product reviews. 
For example, the utility scoring of product reviews 
(Zhang and Varadarajan, 2006) has been studied 
based on Amazon product reviews. There are more 
studies on improving review interpretation through 
the use of linguistic rules (Lu et al., 2011). They 
applied theories from linguistics to opinion mining, 
particularly on product reviews. They built an opinion 
observer that works based on the linguistic rules 
they designed.

On the other hand, capturing human emotions 
from text data has been actively studied. One of 
the original ways to determine emotions from a given 
sentence is based on lexicons. For example, a certain 
set of words is labeled as a sentiment lexicon depend-
ing on their semantic polarities, i.e., whether they 
are positive or negative (Liu, 2010). To improve the 
accuracy of sentiment analysis, Hu and Liu expanded 
the sentiment lexicon set by as much as 6,800 words 
(Hu and Liu 2004; Liu et al., 2005) using WordNet, 
a famous English word database (Oram, 1998). More 
research and approaches on sentiment analysis are 
organized in (Liu, 2012).

However, as Hutto and Gilbert pointed out, it 
would be more useful if the sentiment intensity could 
be measured (Hutto and Gibert, 2014). SentiWordNet 
and VADER (Valence Aware Dictionary for 
sEntiment Reasoning) libraries make it easy to deal 
with deeper sentiment analysis of given text (Agarwal 
et al., 2016; Baccianella et al., 2010; Hutto and Gilbert, 
2014). Clayton and Gilbert proposed a rule-based 
VADER sentiment analyzing toolkit (Hutto and 
Gibert, 2014). This provides a sentiment degree with-
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in the range of [-1.0, 1.0] from a given sentence 
(Hutto and Gibert, 2014). Since they built a set of 
rules based on Twitter’s dataset, the VADER approach 
even catches emojis such as “:D” by giving positive 
values. Thus, the VADER sentiment analysis is highly 
optimized to measure the social media text data.

2.3. Understanding Natural Language

There have been many studies to improve our 
understanding of natural language. Fellbaum et al. 
designed and introduced WordNet, which is an inter-
connected network structure of semantically relevant 
words and concepts (Fellbaum et al., 2005). However, 
Ma et al. noted that the WordNet domain does not 
appropriately reflect human cognition of words and 
concepts (Ma et al., 2012).

Another method is word embedding. Mikolove 
et al. introduced a novel approach for understanding 
natural language (Mikolov et al., 2013a). In this ap-
proach, each word is vectorized as a multiple dimen-
sional matrix using a computational method. Word 
embedding provides many benefits for performing 
research with text data (Lebret and Collobert, 2013). 
Most of all, we can make simple calculations with 
the vectors (Garten et al., 2015; Mikolov et al., 2013b). 
For example, we can measure semantic similarities 
between words by simply computing cosine sim-
ilarities between two vectors. The gensim library1) 
makes it possible to conduct these calculations. 
Recently, Google provided a word2vector model. It 
has been pre-trained with the Google news corpus, 
and it spans 300-dimensional vector space.2) We de-
cided to utilize Google’s pre-trained model for word 
embedding our online product review data consider-

1) https://radimrehurek.com/gensim/models/word2vec.html
2) https://code.google.com/archive/p/word2vec/

ing it already spans a vector space based on a huge 
amount of data, i.e., hundred billions of words from 
Google news.

Ⅲ. Proposed Method

The overall structure of the proposed approach 
is illustrated in <Figure 1>. Once the reviews of a 
specific product are secured, we distributed the sen-
tences of the reviews into the six-dimensional 
framework. To correctly map the sentences on a 
dimension, we measured the semantic similarities 
using word embedding. 

After classifying every sentence, we conducted sen-
timent analysis to obtain sentiment scores of each 
sentence. Utilizing the sentiment scores of sentences 
for each dimension, we obtained a representative 
score for each dimension. With those six scores, we 
determined the differences in customers’ opinions 
using six categories. Finally, we plotted a radar graph 
as shown in <Figure 1>3).

3.1. Multidimensional Framework Design

We designed a multidimensional framework to 
implement the top-down approach. We constructed 
our framework by referring to the most well-known 
theory for product analysis in marketing manage-
ment, the Three Levels of a Product (Kotler and 
Levy, 1969; Kotler et al., 2012). Considering the defi-
nitions in the theory, the criteria for each dimension 
are defined as follows: 

Quality: Quality is the ability of a product to per-
form its functions; it includes the product’s overall 

3) The vector space is spanned by Google News dataset.
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durability, reliability, precision, ease of operation 
and repair, and other valued attributes.
Feature: Features are a competitive tool for differ-
entiating the company’s product from competitors’ 
products.
Style: Style simply describes the appearance of a 
product. It does not necessarily make the product 
perform better.
Brand: A brand is a name, term, sign, symbol, 
or design, or a combination of these, that identifies 
the maker of a product or service.
Package: The package may include the product’s 
primary container. A secondary package that is 
thrown away when the product is about to be 
used, and the shipping package necessary to store, 
identify, and ship the product.
Price: The sum or amount of money or its equiv-
alent for which anything is bought, sold or offered 
for sale.

3.2. Word Embedding

To classify entire sentences of reviews into six 
dimensions, we utilized Google News word2vector 
pre-trained model4) for word embedding. Since we 
do not have a large dataset for building a language 
representation model, it is better to use an existing 
model that has already been trained by the Google 
news dataset. The Google News word2vector was 
constructed using a 1.6 billion word dataset, and 
its usefulness was verified in previous research 
(Mikolov et al., 2013a). This model is frequently used 
when a sematic relationship among words needs to 
be represented via vector spaces (Kim, 2014; Lilleberg 
et al., 2015; Swoboda et al., 2016). This pre-trained 
model for word embedding is replaceable if a better 
language representation model could be established 

4) https://code.google.com/archive/p/word2vec/

<Figure 1> Overview of the Proposed Method
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for the future studies. 
To compute the semantic similarity between 

words, we employed Google’s word2vector pre-trained 
model. Each word can be vectorized using the model, 
meaning that we can measure the semantic sim-
ilarities by computing cosine similarities between 
vectors. We removed stop words from the review 
dataset before word embedding. That is to say, we 
simply embedded our dataset into a given pre-trained 
model to compute semantic similarity, which is re-
quired for subsequent classification tasks.

3.3. Sentence Classification

In accordance with the criteria of each dimension, 
we can map each sentence of a product review on 
a certain dimension. That is, a sentence consists of 
words. Each word of a given sentence has different 
semantic distances with the criteria of dimension. 
In other words, a sentence always has a word showing 
the highest similarity with a certain dimension among 
the six dimensions. The sentence is thus categorized 
into that dimension.

To be more concrete, let a review R be a set with 
n number of sentences, given as {sent1, sent2, sent3, 
..., sentn}, where the k-th sentence sentk is composed 
of m number of words as {wk1, wk2, wk3, ..., wkm}. 
For example, suppose there is a review R: “the battery 
is terrible! wasted money.” Then, R has two sentences. 
Here, sent1 is “the battery is terrible!’” and sent2 is  
“wasted money.” Additionally, sent1 is the set of words 
{the, battery, is, terrible}, while sent2 is the set {wasted, 
money}. In short, the relation between w, sent, and 
R can be ordered as in Equation(1).

wkl ∈ sentk ⊂ R (1)

Meanwhile, a set D has six dimensions {d1, d2, d3, 

..., d6} and each dimension di ∈ D has a set with 
j number of words (terms) tij as {ti1, ti2, ti3, ..., tij}. 
More concretely, D is the set: {Quality, Feature, Style, 
..., Price}. Price is denoted by d6, and has associated 
to it another set of words {The, sum, or, amount, 
..., sale}. The relations between tij, di, and D can be 
described as in Equation(2).

tij ∈ di ⊂ D (2)

Then, we can define the function cat(x), which 
returns the corresponding dimension di of x. Thus, 
given that x is the kth sentence sentk of R, the cat(sentk) 
could be described as in Equation (3), where the 
function sim(w, dij) returns a value within [0.0, 1.0]. 
Since the return value is calculated by using the cosine 
distance between two vectors of a word w and a 
term tij ∈  di, it can be used to determine the semantic 
similarity between them. 

cat(sentk) = argmax {sim(w, tij)|w ∈ sentk } (3)

3.4. Sentiment Analysis

Once each sentence classification process has been 
completed, we finally conducted sentiment analysis 
for each sentence. We utilized the VADER (Valence 
Aware Dictionary for sEntiment Reasoning) senti-
ment analysis library, since it is optimized for text 
data on the internet (Hutto and Gibert, 2014). Among 
the things the VADER method provides, we used 
the compound return value, which is in the range 
of [-1.0, 1.0].

In the case of the example “The camera works 
perfect!”, the verb work directs its sentence to the 
Quality dimension. The positive adjective perfect 
brings a considerably high value of 0.6114 points 
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from VADER sentimental analysis. In short, the prod-
uct has been evaluated with 0.6114 points in its Quality 
dimension.

score(sentk) = VADER(sentk) (4)

To get the sentiment degree of a sentence, we 
apply VADER sentiment analysis library (Hutto and 
Gilbert, 2014). As described in Equation 4, the 
score( ) returns a sentiment degree of its argument, 
which is a sentence(


) in this case.

Once we get all the sentiment scores of all sentences, 
we need to get the aggregated score for each dimension. 
The below Equation 5 shows how we compute the 
aggregated score for each dimension; 


.

score(di) = Average {sentk|cat(sentk)=di} {score(sentk)} (5)

As Equation 5 indicates, the score(di) is dependent 
on the score(sentk) in the appropriate dimension. 
Eventually, reviews of a product would have six 
values.

3.5. Data Visualization

Finally, we summarized the results in box and 
radar plots to present the information more 

effectively. There are a number of classified sentences 
for dimensions. Every sentence holds different senti-
ment degrees. Thus, the distribution of sentences 
on each dimension also varies.

A product would have six representative values 
for six dimensions. We used them to plot the radar 
graphs. The radar graphs present the multidimen-
sional consumers’ opinions on products all at once. 
Meanwhile, the box plot shows the distribution of 
sentiment degrees for each dimension. The plots pres-
ents both max and min values and the skewness 
of the data distribution.

Ⅳ. Experimental Setting

4.1. Data Collection

We first constructed a dataset by collecting product 
reviews for iPhone (6s, SE, and 7) and Galaxy (S6, 
S6 edge, and S7) from Amazon5), which is one of 
the most famous online shopping platforms in the 
world. The reviews were crawled using Python li-
braries (BeautifulSoup6) and selenium7)) on January 

5) https://www.amazon.com/
6) https://pypi.python.org/pypi/bs4
7) http://www.seleniumhq.org/projects/webdriver/

<Table 1> The Number of Data Set Crawled on January 9th, 2018 

Product Reviews Sentences Words
iPhone 6s 2,775 6,175 73,556
iPhone SE 1,259 3,048 39,503
iPhone 7 598 1,496 20,599

iPhone Total 4,632 10,719 133,658
Galaxy S6 1,954 5,655 80,466

Galaxy S6 edge 1,137 2,526 34,933
Galaxy S7 984 2,850 40,839

Galaxy Total 4,075 11,031 156,238 
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9, 2018. Since there could be some unreliable reviews, 
we filtered them out to secure the data reliability 
by selecting Verified purchase only after we conducted 
the data crawl.

<Table 1> shows the number of entire datasets. 
It describes both the number of reviews and the 
number of sentences and words for each product. 
As shown, there are obviously fewer reviews for recent 
products. This is because the physical period of recent 
products is relatively shorter than those of old 
products.

4.2. Baseline Setting

4.2.1. Participants

We recruited 6 volunteers including three females 
from a local university (Average age: 22.17 with 
SD=1.72). Before conducting the evaluation task, we 
held a training session to let participants fully under-
stand our framework because it is critical to classify 
sentences. Further, two participants were iPhone 
users, while the rest were Galaxy users.

4.2.2. Task Design

After the training session, we introduced the over-
all procedure of the experiment to participants. First, 
using a questionnaire form, each participant was 
asked to classify review sentences into six dimensions 
without the intervention of other participants. The 
questionnaire included 400 sentences each for iPhone 
and Galaxy. In fact, the questionnaire included strati-
fied sampled sentences based on the sentence dis-
tributions of six products (three iPhones and three 
Galaxies). Participants were asked to continually 
check the definition of dimensions so that they could 
clarify the differences between dimensions. After 

filling out the questionnaire, the participants had 
a discussion session. In the session, they shared each 
other’s answers and explained why they assigned a 
sentence to a specific dimension. A consensus on 
the classification results was achieved using this 
process.

4.2.3. Performance measures

We evaluate the performance with the F1-score. 
It is a measure that considers both recall and precision. 
Recall is a detected the number of truths among 
the number of existing truths (i.e., it is a rating of 
how many valid answers are detected). On the other 
hand, the Precision reflects the number of truths 
among the number of selected truths (i.e., how many 
correct answers are selected by a classifier). 

To get the overall results, we have summarized 
iPhone and Galaxy results. Also, we counted de-
tected truths, existing truths and selected truths. 
The equations used to assess recall and precision 
are as follows:

Recall = DetectedTruths(a)/ExistingTruths(b), (6)

Precision = DetectedTruths(a)/SelectedTruths(c), (7)

where the a is the number of DetectedTruths for 
both iPhone and Galaxy, b is the number of the 
ExistingTruths of both iPhone and Galaxy, and c is 
the number of the SelectedTruths. Using precision 
and recall values, we can acquire an F1-score using 
the following formula.

F1-score = 2 * Recall * Precision/(Recall + Precision)
(8)



Multidimensional Analysis of Consumers' Opinions from Online Product Reviews

846  Asia Pacific Journal of Information Systems Vol. 29 No. 4

Ⅴ. Results

5.1. Words Distribution

We embedded words from product reviews and 
criteria of dimensions to Google’s pre-trained vector 
space. Each word was vectorized, and the results 
were visualized as a scatter plot in <Figure 2>. It 
shows the distribution of embedded words, which 
are from iPhone SE reviews. Since the vector coor-
dinates involve 300 dimensions, we conducted di-
mensionality reduction through the use of principal 
component analysis to plot the high dimensional 

vectors in two dimensions (Jolliffe, 2002; Nie et al., 
2014).

5.2. Sentence Classification

We classified every sentence into the best corre-
sponding dimension based on the semantic distances 
between words of product reviews and framework 
criteria. <Table 2> shows the number of sentences 
mapped on each dimension. The ratio of those is 
also identified in <Table 2>. We categorized a total 
of about 21,000 sentences. We screened out sentences 
with neutral sentiments (i.e., in which the sentiment 

<Figure 2> Scatter Plot of Embedded Results in Vector Space

<Figure 3> The Ratio of Classified Sentences for Each Dimension by Product: iPhone and Galaxy
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score was 0.0, 68% overall or 14.7 thousand out of 
21.7 thousand).

Interestingly, both iPhone and Galaxy have a quite 
similar ratio of dimensions as displayed in <Figure 
3>. Feature and Style are high for both iPhone and 
Galaxy. This implies that consumers would like to 
talk about feature and style rather than other topics. 
Obviously, the Price holds the next highest ratio in 
both iPhone and Galaxy product reviews.

5.3. Sentiment Data Distribution

As shown in <Table 2>, each dimension has an 
associated- number of mapped sentences. Since we 
already screened out neutral sentiment sentences, 
every sentence in each dimension holds various senti-
ment degrees between [-1.0, 1.0]. The median also 
varies. <Figure 4> displays the distribution of senti-
ment scores for each product review. 

In particular, the interquartile range, which is the 

<Table 2> The results of Sentence Classification for Each Product

Product Quality Feature Style Brand Package Price Total Sentences
iPhone 6s 411 (9.6%) 1,088 (25.4%) 1,401 (32.8%) 347 (8.1%) 289 (6.7%) 732 (17.1%) 4,268 (100%)
iPhone SE 220 (10.8%) 525 (25.8%) 621 (30.5%) 160 (7.8%) 138 (6.7%) 367 (18.0%) 2,031 (100%)
iPhone 7 103 (10.1%) 260 (25.7%) 272 (26.9%) 108 (10.6%) 81 (8.0%) 187 (18.4%) 1,011 (100%)

iPhone Total 734 (10.0%) 1,873 (25.6%) 2,294 (31.3%) 615 (8.4%) 508 (6.9%) 1,286 (17.5%) 7,310 (100%)
Galaxy S6 516 (13.5%) 975 (25.6%) 1,126 (29.6%) 298 (7.8%) 194 (5.1%) 694 (18.2%) 3,803 (100%)

Galaxy S6 edge 208 (11.9%) 494 (28.4%) 540 (31.0%) 140 (8.0%) 74 (4.2%) 282 (16.2%) 1,738 (100%)
Galaxy S7 236 (12.2%) 537 (27.9%) 551 (28.7%) 145 (7.5%) 121 (6.3%) 329 (17.1%) 1,919 (100%)

Galaxy Total 960 (12.8%) 2,006 (26.8%) 2,217 (29.7%) 583 (7.8%) 389 (5.2%) 1,305 (17.4%) 7,460 (100%)

<Figure 4> Box Plots of Sentiment Scores by Product
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length between Q1 and Q3, is comparably narrow 
in the Style dimension for every product. The median 
of Style is the highest, as shown in  This implies 
that most of the sentences in Style scored higher 
than those of sentences from any other dimensions. 
In other words, consumers provided highly positive 
opinions in terms of Style aspects on products. We 
also found that all the median values were higher 
than 1.1. This means that the distribution is 
left-skewed. There are more positive sentences than 
negative sentences. That is, the range of negative 
sentiment scores is broader than that of positive senti-
ment scores. Although the median values could theo-
retically be within the range [-1.0, 1.0], there is a 
practical reason why the median is not significantly 
lower than 0.0. This is because companies invest 
their resources based on logical thinking. Therefore, 
they would not launch a product about which con-
sumers are likely to be negative.

Another thing which stands out from the box 
plots is that the Brand category of iPhone SE is nar-
rower than that of other iPhone series. So is the 
Quality category of Galaxy S6 edge, which became 
more left-skewed with a long tail comparing to that 
of other Galaxy series. In other words, the bottom 
lines of each box (which is Q1) are located higher 
on the graph in the case of iPhone SE and Galaxy 
S6 edge. This indicates that the iPhone SE successfully 
achieved consumers’ satisfaction in terms of its Brand. 
Likewise, the Galaxy S6 edge made consumers sat-
isfied with its Quality.

5.4. Radar Plots

As shown in <Figure 5>, consumers’ positive opin-
ions are higher for iPhone SE in the iPhone series, 
as shown by the growth in the size of the (B) for 
each new generation of the iPhone. In the case of 

<Figure 5> The Radar Plots for Each Product
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the Galaxy series, plot (E) takes up a larger space 
than that of the other Galaxy series. In both cases, 
the Quality dimension has remarkably expanded 
compared to that of other series. We also note con-
sumers’ positive sentiment on its Price, while the 
that of iPhone 6s and 7 are comparably small. This 
actually reflects the reality that Apple launched the 
iPhone SE as a distributional product, which is a 
medium and low price type. However, they show 
the same or less positive opinions on the Price of 
Galaxy S6 edge than that of Galaxy S6 and S7.

The Brand dimension continuously expands in 
the iPhone series. This is quite interesting because 
no matter how the Quality or other dimensions are, 
the name ‘iPhone’ in the Brand category barely 
shrinks in the radar plots regardless of iPhone 
generation. Thus, iPhone users may show higher loy-
alty towards their products than Galaxy users.

The Galaxy S6 has been criticized a lot especially 

on its Quality dimension, as is shown in <Figure 
5> (D), where it almost reaches 0.0. Indeed, the Galaxy 
S6 officially has some issues related to battery dura-
bility and multitasking performance. This explicitly 
appears in sentences such as “This phones battery 
is absolutely terrible.”, “Something is wrong with 
the battery.”, “It would overheat, freeze and shut 
off.”, and “It constantly freezes up and shuts off 
for no reason.”

5.5. Evaluation Analysis

We evaluated the sentence classification accuracy. 
We randomly selected 400 sentences from each 
iPhone and Galaxy series, for a total of 800 sample 
sentences. Six trained participants manually classified 
800 sentences. During the classification, those partic-
ipants actively discussed the results to correctly cate-
gorize each given sentence. To examine the accuracy, 

<Table 3> The F1 Classification Accuracy of iPhone Sentences

Recall Precision F1 score
Quality 0.13 0.73 0.22

Feature 0.30 0.03 0.05

Style 0.32 0.05 0.09

Brand 0.11 0.18 0.14

Package 0.16 0.39 0.23

Price 0.76 0.31 0.44

<Table 4> The F1 Classification Accuracy of Galaxy Sentences

Recall Precision F1 score
Quality 0.14 0.69 0.23

Feature 0.53 0.17 0.26

Style 0.47 0.13 0.20

Brand 0.09 0.06 0.07

Package 0.19 0.30 0.29

Price 0.70 0.19 0.30
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we calculated the F1 score along with the recall and 
precision scores for each category. Moreover, catego-
ries that showed a big difference between Recall and 
Precision provided important implications about 
classification.

<Table 3> describes the evaluation results of the 
iPhone series, while <Table 4> displays the evaluation 
results of Galaxy series. We can see that the F1 scores 
of both series show few differences. This signifies 
that the sentence classification is not dependent on 
any specific product. Except for Feature, the dis-
parities between F1 scores are around 0.1. This con-
firms that the classification can be implemented for 
different products to produce similar results.

<Table 5> shows the overall results for both iPhone 
and Galaxy. The precision of the Price section is 
comparably lower than its recall, because there are 
some sentences such as “The phone would not read 
or accept a sim card.” and “Do not waste your money 
on it.” In the first sentence, the semantic distance 
of the word “card” itself is obviously close to the 
Price criteria, even though “sim card” does not mean 
the same thing as “card.” Further, the second sentence 
itself implies that he or she does not like the product. 
However, the keyword “money” is semantically close 
to the Price category. These kinds of keywords lead 
to incorrect categorizing of dimensions, causing a 
low precision score.

On the other hand, the precision is much greater 
than recall in the case of the Quality dimension on 
<Table 5>. Participants classified most of the senten-
ces in Quality dimension. There are some sentences 
such as: “very good, my son love it very much.” 
and “So far, so good.” They simply express consumers’ 
overall satisfaction on products. However, during 
the debates, participants agreed to classify such sen-
tences in the Quality dimension. That is why recall 
is lower (due to a large number of elements that 
are selected as Quality by participants). Consequently, 
sentences classified as Quality were accurately de-
tected, leading to a high precision score.

Ⅵ. Discussion

Considering the core of our approach is designed 
referring to a generic marketing management frame-
work, it is universally applicable to other product 
reviews. That is, the six-dimensions considerably af-
fect consumers’ decisions (Kotler and Levy, 1969; 
Kotler et al., 2012). Additionally, this is highly con-
structive because it can draw more comprehensive 
information from social media data, and because 
it provides a source that allows companies to refer 
to for more insights if needed.

The proposed approach is particularly useful to 

<Table 5> The F1 Classification Accuracy of Total Sentences

Recall Precision F1 score
Quality 0.13 0.70 0.22

Feature 0.48 0.10 0.17

Style 0.41 0.09 0.15

Brand 0.10 0.12 0.11

Package 0.19 0.35 0.25

Price 0.73 0.25 0.37
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conduct market sensing, especially when a company 
tries to launch new products. After launching a prod-
uct, it is important for a company to verify that 
the product is meeting their original intended goals 
in the market. Hence, it is important for them to 
be able to gather accurate useful information related 
to the product and how the market is reacting to 
it. This multidimensional approach of opinion min-
ing from social media can help these companies col-
lect the required information. Additionally, this sug-
gested approach makes it possible for companies to 
access substantial information that cannot be found 
solely from numbers on the financial statements.

Companies can even generate a report on their 
competitors’ products since the opinions are public 
on social media. This allows a comparison between 
similar products from different brands and provides 
insight to what strategy competitors could be 
pursuing. However, only the company itself could 
judge the results. Referring to the example above, 
as new iPhone models are introduced into the series, 
consumers’ inclination to Style and Feature di-
mensions drastically expand according to our empiri-
cal results. This response could have been what Apple 
intended. Conversely, in the case of the Galaxy series, 
we cannot easily discern any particular pattern from 
the radar graph. This could indicate that Samsung 
might be testing diverse variables to determine how 
to maximize their profit in the smartphone market. 
In short, the presented approach in this paper pro-
vides companies with a way to obtain insightful in-
formation to proceed with their next business 
decisions.

However, there are still constraints associated with 
this approach. Most of all, the multidimensional 
framework in the proposed approach is highly de-
pendent on the existing theory itself. Considering 
that some theories sometimes might be totally or 

partially wrong, the suggested approach always takes 
the risk of opinion mining with erroneous conceptual 
dimensions. Additionally, we could not filter out 
biased reviews. Although we crawled verified Amazon 
reviews, they cannot be 100% free from accuracy 
problems as long as they are still from social media. 
Lastly, sentence classification has been done in a 
disjointed manner. However, there are sentences 
which would not be disjointly distributed such as 
“this wonderful pricing and quality.” Though it holds 
keywords from both Quality and Price, it has been 
classified on the Quality dimension, because the word 
‘quality’ satisfies an exact 100% matching with the 
criteria, while the word ‘pricing’ matches slightly 
lower than 100%.

Thus, further research could include the following: 
the reliability of the reviews, joint classification for 
each sentence, and a study of framework itself. We 
could expect solid results with more reliable data. 
Among billions of data on social media, there could 
be thousands of garbage datasets. Before conducting 
the multidimensional analysis, it is highly desirable 
to screen out the garbage. Also, since the suggested 
method cannot clearly classify when a given sentence 
contains more than two topics, it would be much 
better to apply multidimensional analysis that is able 
to split each topic in natural language processing. 
Lastly, although there are vast theories and frame-
works which address this world, the ever changing 
nature of human behavior and discovery of new in-
formation might render these frameworks outdated 
or obsolete.

Ⅶ. Conclusion

In this paper, we have proposed a multidimen-
sional approach of opinion mining from online prod-
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uct reviews. By projecting product reviews into a 
six-dimensional framework, our novel approach pro-
vides richer information than the earlier methods 
do. To classify the sentences of reviews, we utilized 
the word2vector pre-trained model. We conducted 
sentiment analysis after distributing all sentences 
into dimensions. Based on the sentiment scores of 
the sentences, we visualized the reviews in a radar 
graph with six axes. The whole process has been 
illustrated with Amazon product reviews of iPhone 
and Galaxy series. The feasibility of the proposed 
approach was verified through experiments. The pro-
posed approach has advantages to compare previous 
multidimensional analysis approaches of product 

opinion mining because it is based on universal di-
mensions of products rather than product-specific 
dimensions. 
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