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Abstract 
The performance of an OMR (Optical Music Recognition) system is usually determined by the characterizing 

features of the input music score images. Low resolution is one of the main factors leading to degraded image 

quality. In this paper, we handle the low-resolution problem using the super-resolution technique. We propose 

the use of a deep neural network with instance normalization to improve the quality of music score images. We 

apply instance normalization which has proven to be beneficial in single image enhancement. It works better 

than batch normalization, which shows the effectiveness of shifting the mean and variance of deep features at 

the instance level. The proposed method provides an end-to-end mapping technique between the high and 

low-resolution images respectively. New images are then created, in which the resolution is four times higher 

than the resolution of the original images. Our model has been evaluated with the dataset “DeepScores” and 

shows that it outperforms other existing methods. 
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I. INTRODUCTION 

 

The super-resolution image (SR), the aim of 

which is to generate a high-resolution (HR) picture 

from a corresponding low-resolution (LR) image, is 

a major issue in computer vision. Some articles on 

image SR have been published by Nasrollahi [1] and 

Yang [2]. Here our research will only concentrate on 

single image super-resolution and do not consider 

approaches that involve retrieving high-resolution 

images from diverse images[3,4]. Inspired by 

papers enhancing accurate optical character 

recognition (OCR) through the super-resolution 

technique [5,6], we proposed a technique with which 

to improve the quality of optical music score images, 

which can be printed type. We created new networks 

based on Enhanced Deep Residual Networks (EDSR) 

[7]. However, our networks are deeper than EDSR 

[7]. We will mention the details of our networks in 

the following sections. The datasets that we use for 

training and testing are DeepScores datasets [8]. 

Deep neural networks [17,21,22] provide improved  

performance with respect to peak signal to noise 

ratio (PSNR) in the super-resolution problem. Most 

existing SR algorithms have different scale factors 

with the different independent problems focused on 

by the authors. Our paper only focuses on scale 

factors ×4 and applying this method for music score 

images. Instance normalization (IN) [23] was 

chosen in our architecture because it restrains 

instance-specific mean value and covariance shift, 

make the learning process will be simpler. The 

network architectures that we proposed are deep 

and lead to better performance for the image 

super-resolution task. Music score images are a 

type of handwritten or printed music notation that 

uses new musical symbols to denote notes for a song 

or instrumental. However, since the 1980s, access 

to music notation has included musical notation being 

presented on computer screens and the 
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development of scoring computer programs that can 

record a song or electronic music score. The use of 

the term "score" or “sheet” distinguishes the forms 

of written or printed music from sound recordings, 

radio or television programs, or recording sessions. 

In everyday use, "music tracks" (or simply "music") 

may refer to print editions of commercial music 

combined with the release of a new movie, TV show, 

and album, as well as recordings or other special or 

popular events related to music. The first printed 

music sheet made with a printer was created in 1473. 

Sheet music is the standard form in which classical 

music is symbolized so that it can be learned and 

performed by soloists or musicians or music groups. 

Many forms of traditional and popular western music 

are often "heard by ear" by singers and musicians as 

opposed to using sheet music, although in many 

cases, traditional music and pop music may also be 

available in sheet form. There are many studies 

about optical music recognition with distortion music 

score image. Nhat studied the system to recognize 

non-distortion music score images on a smartphone 

[27]. Jorge Calvo-Zaragoza used convolution neural 

network to recognize music symbol in his research 

[28]. 

In the general field of study about 

super-resolution image, Tai [9] incorporates a 

side-by-side super-resolution technique based on 

a previously described gradient profile [10] with the 

advantages of detailed learning-based synthesis. 

Zhang and colleagues [11] proposed a method to 

capture the same patch image at different scales. 

Yue [12] took the image correlation with similar 

content from the internet and proposed a standard 

that fits the cognitive structure to be used for 

alignment. There is currently a remarkable research 

direction with convolutional neural networks (CNN). 

Super-resolution algorithms based on a 

convolutional neural network platform provide 

substantially high performance. One typical 

algorithm is Learner Iterative Shrinkage and 

Threshold Algorithm (LISTA) [13]. Dong [14,15] 

has used the BICUBIC technique to expand the 

resolution of an input image along with a full depth 

network used to train from start to finish, creating a 

super-resolution image with very good efficiency. 

In image super-resolution technique, calculating the 

image upscaling through a simple method is the first 

step. Typically, in this step, the BICUBIC filter and 

bilinear filter are used. Neural networks will study a 

way to solve BICUBIC filtering mistakes and 

generate a higher characteristic super-resolution 

image. In research of Duchon [16], different models 

that operate similarly are shown. This model uses 

new sub-pixel layers, as such a way of seeing is 

more effective than some models before. Several 

filters are better than BICUBIC filter as it can be 

studied during the training process and does not 

need to do in the high-resolution space, so all tasks 

can be solved effectively in space of the 

low-resolution.  

Super-resolution applications in optical character 

recognition systems are a new topic. Ankit Lat [5] 

has used super-resolution to enhance OCR 

accuracy. In this paper, we used super-resolution 

method to make a clear music score image. 

The rest of this paper is arranged with five 

sections. We will present instance normalization [23] 

in section II. And in section III, the proposed method 

for image super-resolution is shown. Section IV 

discusses our experiments in comparison to other 

methods. Finally, the conclusion is given in section V.  

 

 

II. INSTANCE NORMALIZATION  

 

There are several commonly used types of 

normalization such as batch normalization (BN) [24], 

group normalization [25], and instance normalization 

[23]. In the batch normalization [24], the mean and 

standard deviation are calculated along the batch 

axis (T), and spatial axes (H and W) which mean 

that all pixels of the same channel are normalized 

together. For instance normalization, the value of 

mean and standard deviation are calculated along the 

(H, W) axes for each image and each channel. 

Normalization Instance is a special case of group 

normalization when the number of channels per 

group (Z) equals one. With group normalization, the 

mean and standard deviation will be calculated along 

the (H, W) axes and along with a group of Z channels. 

We selected instance normalization [23] because it 

restrains instance-specific mean value and 

covariance shift, make the learning process will be 

simpler. That leads to the result that it is effective in 

image dehazing [18].  

We assume that  is a tensor of input, tensor  
contains a batch of  photos, mean value is denoted 
by  , σ is the standard deviation,   is added to 
variance to avoid dividing by zero,  and  are the 
span spatial dimensions, the feature channel is ,  
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  is the output normalization,   denotes its  -th element. Index of the image in the batch is 
denoted by . In batch normalization [24], the mean 
and variance could be denoted as: 

  =  ∑ ∑ ∑  ,                   (1) 

  =  ∑ ∑ ∑ ( −  ∙ ) ,    (2) 

  =   .                                                 (3) 

 
Moreover, the mean and variance of IN are shown 

as: 
  =  ∑ ∑   ,                           (4) 
  =  ∑ ∑ ( −  ∙ )  ,           (5) 
  =     .                                             (6) 

 

The important difference between batch 
normalization and instance normalization is shown in 
Fig. 1. In Fig. 1(a), BN applies the normalization 
technique to all batches of images(red) as 
contradictory to a single image(red) in IN of Fig. 
1(b). 

 

 
(a) BN                (b) IN 

Fig. 1. Tensor of the feature maps 

 

III. PROPOSED METHOD 
 
We proposed the use of the super-resolution 

method with music score images in this section. The 

resolutions of the output images are four times 

larger than those of the input low-resolution images, 

and the details of the notes, symbols, and staff-lines 

are clear, which is very important in optical music 

recognition. There are certain methods that can be 

used to resolve the problem super-resolution well. 

For example, Ledig et al. [17] applied the ResNet 

architecture with SRResNet, while Bee Lim et al [7] 

used the structure with EDSR. In EDSR method, 

authors removed unnecessary modules from original 

ResNet architecture, they increased performance 

while generating their model compact. We made the 

upsampling part by applying sub-pixel convolution 

layers. Low-resolution feature maps are created 

after the last residual block.  The image 

super-resolution is produced by upscaling the 

low-resolution feature map [26]. The research was 

focused on the music score image. We proposed a 

new type of residual blocks, as shown in Fig. 2.  

 

 
 Fig. 2. (a) Residual block of EDSR [7]  

    (b) Modified residual block 
 
In this figure, we compare the building blocks of 

model EDSR [7] and our proposed residual block. 
We added an instance normalization layer, a 
convolution layer, and a ReLU activation layer for 
each residual block. Our network has 32 residual 
blocks and an upscaling factor of ×4, as shown in 
Fig. 4. The output patch images are shown in Fig. 3, 
Fig. 5, and Fig. 6. This study only has an effect on 
the printed music score, we chose x4 scale because 
this is the popular scale in super-resolution, if we 
choose larger scale like x8, the risk of information 
loss will be greater, if we choose smaller scale like 
x2, recovery task does not make much sense. 

 

 
Fig. 3. Input, output, and ground truth images 

 

The L1 loss function is chosen because the 

performance result presents that L1 has more 

advantages than the L2 [7], it computes the sum of 

all differences between predicted (output) value and 

true (ground truth) value. 

 1 = ∑ ∑ (, ) −    (, ) ,      (7) 
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Fig. 4. Architecture of the proposed network 

 

where image A has a size of × . Our models are 

evaluated by peak signal-noise ratio (PSNR) metric. 

PSNR is defined by the mean squared error (MSE) 

and MSE is defined as: 

   = . ∑ ∑ [(, ) − (, )] ,           (8) 

  = 10.   ( _   ),                   (9) 

 

where B is a noisy approximation,  _  is the 

largest possible pixel value of the photo A. 

Additionally, structural similarity index 

measurement metric (SSIM) [19] is used for 

evaluating our results. The SSIM value is computed 

on different windows of an image A, it is based on 

three comparison measurements. There are 

luminance, contrast, and structure corresponding 

with three windows. 

  , = (.)(.)()() ,               (10) 

 

where  and  are two windows have the same size, 

the average value for window   is   and for 

window  is ,  is the covariance for windows  and window . The variance values for windows  

and window  are  and  respectively. With the 

task of stabilizing the division with a weak 

denominator,  and  are used. 

 

IV. EXPERIMENTAL RESULTS 

 

In this section, we discuss the datasets, baseline 

methods, and experimental results regarding the 

evaluation of our proposed super-resolution model. 

For the training task, we used color 

(Red-Green-Blue RGB) input patches. The size of 

the patch was 64 × 64, we took it from a 

low-resolution image. The data for training is 

augmented in two ways. The first one is a horizontal 

flip and the second is rotation. Our model was trained 

using the ADAM optimizer [20], and the 

configuration of parameters was as follows: β1 = 

0.9000, β2=0.9999, =10-8, mini-batch size was 

16, and learning rate was 10−4. All the databases 

contain printed music score images. The training set 

includes 2460 image patches and the data we used 

for testing contains 534 image patches about notes, 

staff line, and music symbols. These images are 

based on DeepScores [8] datasets. About the 

training time, it takes around 80 hours for training 

our network structure. The training time can be 

reduced with a stronger system. We implement the 

following baseline models that train the data using 

the SRGAN [17] and EDSR [7] methods. Our 

architectures show better performance than SRGAN 

[17] and EDSR [7]. 

 

  

(a) Low resolution 

image patch 

(b) BICUBIC 

high-resolution image 

patch 

  
(c) SRGAN [17] 

high-resolution image 

patch 

(d) EDSR [7] 

high-resolution image 

patch 

  
(e) Our proposed 

method 

(f) Ground truth image 

patch 

Fig. 5. Results of the sample image patch 
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Table 1. Low-resolution image of the music score, the output image of the music score (upscaling factor is ×4), 

and ground truth image. 

Low resolution Output image Ground truth 

   
 

 
Fig. 6. Super-resolution of our method 

compared with those of existing algorithms 

(EDSR [7], SRGAN [17], BICUBIC) 

 

 

 

Table 2. Performance comparison between 

architecture on test set (PSNR (dB)/ SSIM) 

Methods PSNR SSIM 

BICUBIC 18.75 dB 0.8347 

SRGAN [17] 21.51 dB 0.8173 

EDSR [7] 28.64 dB 0.9327 

Our Method 30.88 dB 0.9605 

 

 

V. CONCLUSION 

   

In this paper, we presented an effective approach 

to making super-resolution music score images. By 

adding instance normalization layer in each residual 

block, we achieve better results than other methods 

like SRGAN, EDSR. Our proposed model has 

achieved on printed music score image compared to 

previous approaches[29]. The resolution images 

were created with resolutions four times higher than 

those of the input images, which particularly help 

improve the quality of the image, thereby increasing 

the processing performance identification. The 

music symbols become clearer and no longer blurry. 

This research opens up many positive opportunities 

for practical applications in the present as well as in 

the future and it will contribute to the development of 

document image processing[30,31]. 
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