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1. Introduction

Recently, popularity of 3D video has 

been growing significantly and it may turn 

into a home user mass market in the near 

future. An emerging 3D video formats and 

standards are given, which are mostly 

related to specific types of applications 

and 3D displays [1]. This includes 

conventional stereo video, multiview video, 

video plus depth, multiview video plus 

depth and so on. 

3D video is commonly understood as a 

type of visual media that provides depth 

perception of the observed scenery. It is 

also referred to as stereo video. Such 3D 

depth perception can be provided by 3D 

display systems which ensure that the user 

sees a specific different view with each 

eye. The stereo pair of views must 

correspond to the human eye positions. 

Then the brain can compute the 3D depth 

perception. Most 3D display systems 

require wearing specific glasses to ensure 

separation of left and right view which are 

displayed simultaneously.

Awareness of and interest in 3D video is 

rapidly increasing, among users who wish to 
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experience the extended visual sensation, as 

well as among content producers, 

equipment providers, and distributors. At 

the same time technology is maturating 

from capture to display. The market of 3D 

cinema is expected to continue growing 

rapidly over the next years. More and more 

cinemas are being equipped with 3D 

technology. With the content being 

produced, 3D video is also an increasingly 

interesting technology for home user living 

room applications. 3D video content will 

arrive to the home by 3D DVD, Internet, 

3DTV broadcast, etc. Currently, there is a 

great variety of different 3D display systems 

designed for the home user applications, 

starting from classical 2-view stereo systems 

with glasses. More sophisticated candidates 

for 3D vision in living rooms are multiview 

auto-stereoscopic displays, which do not 

require glasses. They emit more than one 

view at a time but the technology ensures 

that users only see a stereo pair from a 

specific viewpoint. Today's 3D displays are 

capable of showing 9 or more different 

images at the same time, of which only a 

stereo pair is visible from a specific 

viewpoint. This supports multi-user 3D 

vision without glasses in a living room 

environment. Motion parallax viewing can 

be supported if consecutive views are stereo

There are a lot of different 3D video 

formats available and under investigation. 

They include different types of data, mostly 

related to specific types of displays. A 

variety of compression and coding 

algorithms are available for the different 3D 

video formats. Some of these standards and 

coding algorithms are standardized by 

MPEG, since standard formats and efficient 

compression are crucial for the success of 

3D video applications [2]. A generic, flexible 

and efficient 3D video format that would 

serve a wide range of different 3D video 

systems is highly desirable in this context. 

Therefore MPEG is currently investigating 

such a new generic 3D video standard. For 

efficient 3D coding, the accurate disparity 

map is essential. In this paper, we propose 

high efficient vision system using simplified 

image acquisition sytem. The stereo video 

coding for 3D broadcasting is presented in 

section 2. The proposed stereo image system 

for 3D display is described in section 3, and 

experimental results are shown in Section 4. 

Finally conclusions are given in Section 5.

2. STEREO VIDEO CODING FOR 3D 

VISION SYSTEM 

The 3D video representation which 

captures by 2 or more cameras and video 

signals may have undergone some 

processing steps like rectification. The 

video signals are meant in principle to be 

directly displayed using a 3D display 

system, though some video processing 

might also be involved before display.

Compared to the other 3D video formats 

the algorithms are the least complex. It 

can be as simple as only separately 

encoding and decoding the multiple video 

signals. Only the amount of data is 

increasing compared to 2D video. Coding 

efficiency can be increased by combined 

temporal and interview prediction. 

MPEG-2 provided a corresponding 

standard such as MPEG-2 Multiview 
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Profile. Recently, Stereo SEI (Supplemental 

Enhancement Information) message was 

added to the latest and most efficient 

video coding standard H.264/AVC, which 

implements inter-view prediction. For 

more than 2 views this is easily extended 

to Multiview Video Coding (MVC). A 

corresponding MPEG-ITU standard is an 

extension of H.264/AVC [3]. It can also be 

applied to 2 views. MVC is currently the 

most efficient way for stereo and 

multiview video coding, whereby the 

performance of a solution based on the 

H.264/AVC Stereo SEI message is similar 

for the stereo case. A simple way to use 

existing video codecs for stereo video 

transmission is to apply temporal or 

spatial interleaving. A problem is that 

there is no corresponding standard 

available. There is no way to signal the 

use of interleaving to the decoder. A 

normal video decoder would decode the 

stereo video incorrectly. 

An approach for efficient stereo video 

coding is derived from the binocular 

suppression theory. If one of the images 

of a stereo pair is low-pass filtered, the 

perceived overall quality of the stereo 

video will be dominated by the higher 

quality image. The perceived quality will 

be as if both images are not low-passed. 

Based on that effect, mixed resolution 

stereo video coding can be derived. 

Instead of coding the right image in full 

resolution it is down sampled to half or 

quarter resolution. The baseline is fixed 

from capturing. Depth perception cannot 

be adjusted to different display types and 

sizes. The number of output views can not 

be varied.

Broadcasting based on home servers will 

enable wide range of viewing styles with 

the use of meta data provided by 

broadcasters. For instance, viewers will be 

able to watch any program at their 

convenience and retrieve only the 

information of interest. The advent of the 

home server will be the beginning of full 

scale integrated services television, which 

will integrate various new services 

exploiting the home server's broadcasting, 

communications, and storage functions. 

The linked services provided over home 

servers will require a safe distribution 

environment for program content and 

metadata. These will be able to acquire 

the licensing information necessary for 

content viewing via broadcasting and 

communications and control content 

utilization. 

Stereoscopic and multiview images are 

still considered as the most adaptable 

methods to the current plane imaging 

systems, among the three dimensional 

imaging methods. The geometry for 3D 

data acquisition with stereo camera is 

shown in Fig. 1. As shown in Fig. 1, the 

stereo images obtained from left and right 

camera can extract the 3D data using 

depth map that represents the distance 

from camera. The full volume for the 3D 

image displays is still some distance away. 

This is not because of the lack of 3D 

imaging contents but because the quality 

of 3D images is usually somewhat worse 

than that of plane images, which is now 

in the super High Definition (HD) level. 
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The resolution of super HD is four times 

higher than that of Full HD, which is 

considered as having a remarkable image 

quality. This is why major researches are 

interested in stereoscopic imaging with full 

display panel resolution. 

The recent development of high speed 

LCD which is capable of operating 240Hz 

frame rate makes feasible the stereoscopic 

imaging. This LCD is used either as 

display panel or parallax barrier [4]. In the 

display panel, left and right eye images 

are switched time-sequentially to display 

stereoscopic images with each view image 

having full display panel resolution. The 

time sequential display method is 

especially advantageous to the displays 

with a very limit resolution, as in mobile 

phones. The time sequential method allows 

making CIF image resolution for each view 

image in the mobile displays.

Rotated image plane

Rectified image plane

f

z

Left camera Right camera

Object point (x,y,z)

Optical axis

Fig. 1. Stereo Imaging system for 3D data acquisition

Compared with the stereoscopic image, 

3D images based on the multiview images 

have been considered as providing more 

natural depth sense and comfort to 

viewers. But the resolution of each view 

image is low compared with the panel 

resolution and becomes lower as the 

number of different view images to be 

displayed increases. Using more projectors, 

the resolution of each view image is not 

even further increased but also the 

number of multiview images. The cost of 

building them will be very high and 

aligning the projectors requires much more 

efforts than other multiview 3-D imaging 

methods. These problems will be 

aggravated more as the number of the 

projectors increases.

In the electro-holographic imaging areas, 

only few new developments related with 

fast calculation algorithm for Computer 

Generated Hologram have been developed. 

To make fit the flat panel displays to 3D 

has a significant meaning because 3D 

displays are getting out from the 

subordinate relationship to flat panel 

displays. Recording and displaying 3D 

natural scene based on fringe pattern 

calculation with the image depth 

information obtained from a depth camera 

or a multiview camera array represent 

accurate result. 

The multi-view video has advantages of 

providing multiple viewpoints to users by 

capturing a three-dimensional scene from 

different camera positions. The 3DTV and 

free viewpoint TV have been discussed as 

main applications of the multi-view video, 

which need multi-view images and the 

corresponding depth maps to provide 3D 

videos or the multi-view video as inputs 

for these applications. Stereo image have 

horizontal disparities and vertical 

mismatches between neighboring views. 

The stereo system as shown in Fig. 1 can 

generate depth maps from images having 

horizontal disparities with stereo image 
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rectification [5]. If multi-view images have 

not vertical mismatches but disparities 

only in the horizontal direction, these can 

generate high quality depth maps much 

faster than the case of having vertical 

mismatches. For 3D broadcasting, the 

accurate depth map using stereo image 

system is essential. The proposed stereo 

system employs the simple rectification 

structure which can be performed the 

real-time 3D broadcasting efficiently.    

3. PROPOSED STEREO IMAGE 

SYSTEM FOR 3D DISPLAY

The 3D data can be extracted by stereo 

matching with image rectification. Image 

rectification is a kind of image 

transformation. Stereo image rectification 

is a process that makes epipolar lines of 

two images captured at different positions 

parallel each other. Then, vertical 

coordinates of all image points of two 

images become equal, and there remain 

only horizontal disparities as shown in Fig. 

2.

  As shown in Fig. 2, the geometry for stereo 

image rectification has been simplified by the 

correspondence of projection center. The 

geometrical relationship between rotated and 

rectified image plane, and where A and R 

represent perspective projection and rotation 

matrix, respectively. 

x=R x ' x 1= A x '  x 2= Ax   (1)

x 2= AR x '= AR A -1 x 1        (2)
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  The rectification can be performed from  

( x 1 , y 1 ) to ( x 2 , y 2 ) plane  

to plane  by equation 

x 2=f
cosθ * x 1+ sinθ *f

- sinθ * x 1+ cosθ *f   

y 2=f
y 1

- sinθ * x 1+cosθ *f    (5)

              

  The line through two camera centers 

becomes the baseline. Then, we can get 

rectified images by applying the simplified 

rectification transformation to stereo images. 

4. Experimental results

  Table 1 shows the rectified control points 

in stereo images with simplified rectification 

process. As shown in Table 1, the rectified 

control points have a place on parallel 

x'

z'

x

z
Point (x,y,z)

Rectified Image Plane

Rotated Image Plane

Center of projection q

),( 11 yx

),( 22 yx

Fig. 2. Simplified geometry for stereo image rectification



610   한국정보전자통신기술학회논문지 제12권 제6호

epipolar lines which can reduce the 

computational complexity to extract the 

disparity data. The stereo matching with 

simplified epipolar lines can perform the 

encoding process for 3D broadcasting 

efficiently with low complexity.

Control points using
Conventional Method

Control Points using
Proposed Method

Vertical Control
Points

Plane
Error
(pixel)

Rectified
Points

Plane
Error
(pixel)

341.9 / 328.9 13.0 353.1 / 353.3 0.2
346.6 / 333.5 13.1 362.4 / 362.6 0.2
351.2 / 338.1 13.1 371.8 / 371.9 0.1
355.6 / 342.5 13.1 381.1 / 381.0 0.1
359.7 / 346.5 13.2 390.0 / 390.0 0.0
363.9 / 350.7 13.2 399.2 / 399.2 0.0
368.1 / 354.8 13.3 408.5 / 408.5 0.0
403.1 / 386.4 16.7 425.4 / 425.6 0.2
406.7 / 390.3 16.4 434.8 / 434.7 0.1
410.5 / 394.0 16.5 443.9 / 443.9 0.0

Table 1. Rectified control points for 3D data acquisition.

  In table 1, vertical control points 

represent conventional control points 

which show points to extract disparity, 

and the plane error represents the vertical 

difference between vertical points.  The 

reduction of the plane error is key 

element to reduce stereo matching error 

and the computational  complexity. When 

the plane error is large and vertical search 

region is N rows, the computational 

complexity in conventional method 

increases N times compare with proposed 

method reducing plane error. In case of 

high efficient vision system, reduction of 

plane error is essential. So the proposed 

vision system with the reduction of 

rectification error can perform the 3D 

data extraction efficiently with low 

computational complexity.

5. CONCLUSIONS

 The multiview 3D images need a very high 

resolution display panel for multiview 

image display. The guidelines for measuring 

the quality of 3D images and standard 

methods of measuring factors affecting the 

quality should be developed with new flat 

panel displays based on holography and 

super-multiview. Depth resolution of 3D 

imaging will become a major factor for 

determining the quality because users can 

interact with 3D scenes on the displays. In 

this paper, we have presented stereo 

imaging system with simplified rectification 

to extract 3D data efficiently. 

 The simplified rectification process can 

reduce rectification error with low 

computational complexity and can be 

applied to multi-view video applications 

with 3D vision system and the volumetric 

medical imaging system.
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