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Abstract 
 

Football (soccer) is one of the most popular sports in the world. A huge number of people 
watch live football matches by TV or Internet. A football match takes 90 minutes, but viewers 
may only want to watch a few highlights to save their time. As far as we know, there is no such 
a product that can be put into use to achieve intelligent highlight extraction from live football 
matches. In this paper, we propose an intelligent editing system for live football matches. Our 
system can automatically extract a series of highlights, such as goal, shoot, corner kick, red 
yellow card and the appearance of star players, from the live stream of a football match. Our 
system has been integrated into live streaming platforms during the 2018 FIFA World Cup and 
performed fairly well. 
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1. Introduction 

Video analytics technology has been extensively studied to provide users with faster and 
more convenient access to interesting or important parts of the video. In particular, with the 
explosion of multimedia videos, the demand for high-performance image and video indexing 
and retrieval technology has become greater and greater [9,10,11,12]. Among them, the video 
summary is considered to be very critical. Users only need to watch some important parts to 
save time. Manually analyzing and summarizing video sequences is a laborious and 
labor-intensive task. Due to the large number of available sequences and the amount of time 
required in the process, it is desirable to provide an automatic motion video sequence 
highlighting method in particular.  

One of the most widely studied video types is sports game because it has a large audience 
and has more regular features than some other videos. Specifically, for sports video, an 
effective abstraction approach is the highlighting technique, which focuses on how to generate 
a summary of the match that includes all of its interesting parts. Some previous researchers 
have proposed a number of highlighting methods for general sports competitions and specific 
types of sports matches. Ekin et al. [13] detected play and break events in sports videos to 
generate a summary. Some other researchers used the slow-motion replay to summarize sports 
videos [14,15]. However, due to the differences and diversity of different games, analyzing 
general sports games remains an open issue. Some researchers turned to study specific sports, 
such as football, basketball or diving. This paper focuses on the techniques for football video 
highlights extraction. Ancona et al. [16] proposed a target detection method using SVM 
classifiers in soccer videos. Zawbaa et al. [17] proposed a system that first splits the entire 
video sequence into small video shots and then classifies the resulting shots into different shot 
types. After that, the system applies SVM and an artificial neural network algorithm to select 
segments with special performance. Subsequently, the system then detects the vertical 
goalpost and goal net. Finally, the important events during the game will be highlighted in the 
football video summary. Fendri et al. [18] proposed a segmentation and index based approach 
that relies on low-level and text-based processing of soccer videos. Ekin et al. [19] proposed a 
fully automated and computationally efficient framework for analyzing and summarizing 
football videos using cinematic and object based features. Lofti et al. [20] proposed a way to 
reject the shots containing non-significant events to summarize the video. Tabii et al. [21] 
introduced a new method based on lens detection, lens classification and the finite state 
machine technology to automatically extract soccer video summaries. All of the above 
methods use artificially designed features to process video which lacking the generalization 
ability, and are difficult to put into practical use. R Yan et al. [33] explore a new "One to Key" 
idea to progressively aggregate temporal dynamics of key actors with different participation 
degrees over time from each person to improve group activity recognition performance. It's 
smart and efficient, but it doesn't distinguish the highlights of the game. With the development 
of artificial intelligence technology, people's lifestyle is also constantly automated and 
intelligent, and the future multimedia processing technology will be intelligent and efficient. 

In this paper, we present an intelligent editing system based on deep learning to generate 
highlights of football game videos or live streams and solves the problems deep learning 
brings. We do not need to manually design feature extraction techniques like previous 
methods, and we do not need to replace algorithms for different scenarios. The system can 
generate a variety of interesting short videos in real time, such as shooting, penalty kicks, goals, 
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corner kicks, red and yellow cards, etc., and quickly generate star clips after the end of the live 
broadcast. The system achieves 100% recall in the 2018 FIFA World Cup. 

2. Overview of the system 
We develop an intelligent editing system to automatically extract highlights from live football 
matches. In this system, first, the live stream of a football match is passed through different 
modules, including shot segmentation, red and yellow card detection, corner kick detection, 
penalty kick detection, shoot and celebration detection, score detection and face detection, to 
produce shot boundary frames, special action frames and star player frames. Then, the 
information is fused to produce highlights in an integration module. Fig. 1 shows the flow 
chart of our system. 

To build such a system, we prepare a large number of images from football match videos 
such as 2014 Brazil World Cup and annotate the objects we need, such as players, red cards, 
yellow cards, corner flags and footballs. 

 

 
 

Fig. 1. The overall system. The live stream is fed into all modules. 

3. Method 

This section specifically introduces the details of each module in our system. 

3.1 Shot Segmentation 
Shot segmentation is the basic module of our system because highlights are generated by 
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synthesizing continuous shots to prevent discontinuity. Our goal is to find shot boundary 
frames, such as the one shown in Fig. 2. 

After comparing different techniques for shot boundary detection [1], we use a histogram 
method to segment videos, which can avoid the differences caused by the movements of 
objects in the scene, especially in football match videos. The simplest histogram method 
compares gray or color histograms of two successive frames. A shot boundary is then detected 
by thresholding the bin-wise difference between the two histograms. Ueda et al. [2] used the 
color histogram change rate to find shot boundaries and achieved good results. However, they 
just use the absolute value ratio of the color histogram between two frames, so the result is not 
sensitive. There are a lot of missed detections in Table 2. 
 

 
Fig. 2. Shot segmentation.The left and right sides of the red arrow are different shots.We define the first 

frame of each shot as a boundary frame. 
 

We assume that the difference 𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐 between a shot boundary frame and its previous frame 
should be greater than the average 𝐷𝐷𝑎𝑎𝑎𝑎𝑎𝑎 of all the frames in the shot. 𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐 and 𝐷𝐷𝑎𝑎𝑎𝑎𝑎𝑎 are 
computed by: 

𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐 = ∑ (ℎ(𝑐𝑐)−ℎ(𝑐𝑐−1))2

max�ℎ(𝑐𝑐),ℎ(𝑐𝑐−1)�+∈
, 𝑐𝑐 ≥ 2                                             (1) 

 

𝐷𝐷𝑎𝑎𝑎𝑎𝑎𝑎 = ∑ 𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐(𝑖𝑖)𝑐𝑐−1
𝑖𝑖=2

𝑐𝑐−2
, 𝑐𝑐 ≥ 3                                                    (2) 

 
where h(∙) is a function to calculate the histogram and c is the frame index. ϵ is an arbitrarily 
small positive quantity to prevent the denominator being 0. We set it to 0.0001. We take the cth 
frame as a shot boundary frame when the ratio of 𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐 to 𝐷𝐷𝑎𝑎𝑎𝑎𝑎𝑎 is above a threshold. The 
threshold is obtained by cross-validation on a set of football match videos. 

3.2 Red/Yellow Card Detection 
A red or yellow card is a type of penalty card that is shown in many sports after a foul. The 
yellow card is a serious warning and the red card indicates an exit. In a match, players who 
accumulate two yellow cards will immediately receive a red card. 
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Fig. 3. Red/yellow card detection. This module detects the red and yellow cards in a frame, as the red 
and yellow boxes in the figure. 

 
To detect red and yellow cards in football match videos, we need to use object detection 

algorithms. Object detection algorithms are mainly divided into three branches, namely 
multi-stage, two-stage and one-stage. Early methods, such as R-CNN [22] and SPPNet [23], 
are the multi-stage methods. Selective Serach, Feature extraction, location regression, and 
classifier are divided into multiple stages to be individually trained. When it comes to Fast 
R-CNN [24], Feature extraction, location regression, and classifier are all integrated into a 
network, and these three tasks can be trained together. Since the task that generates the region 
proposal needs additional training, it is called two-stage. Later, the one-stage network of the 
Yolo series [25, 26, 27] and SSD [7] greatly improved the speed of object detection by 
removing region proposal network. 

In order to balance speed and accuracy, we choose SSD as the framework of our object 
detection algorithm. We perform SSD on each frame of the football match video, and then 
output those frames where red or yellow cards are detected, as shown in Fig. 3. 

3.3 Corner Kick Detection 
A corner kick is the method of restarting the play in a football game when the ball goes out of 
the goal line, without a goal being scored, and having been last touched by a member of the 
defending team. Since corner kicks are considered to be a good goal scoring opportunity for 
the attacking side, many viewers enjoy watching highlights of this aspect. 
 

 
 

Fig. 4. Corner kick. This module detects the players, the ball and the corner flag in a frame, as the red, 
blue and yellow boxes in the figure. 

 
Corner kick detection is also performed by SSD. Considering that in a corner kick frame, 

the player, the ball and the corner flag should appear at the same time, as shown in Fig. 4. We 
use the trained SSD to process frames to find what is in the frame. When one player, the ball 
and the corner flag are detected simultaneously in one frame, we output this frame as a 
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keyframe of corner kick. 

3.4 Penalty kick detection 
A penalty kick is a method of restarting a play in the football game, in which a player is 
allowed to take a single shot on the goal while it is defended only by the opposing team's 
goalkeeper. It is awarded when a foul punishable by a direct free kick is committed by a player 
in his or her own penalty area. 

SSD is also used in this module. We need to detect the position of the player and the goal, as 
shown in Fig. 5. In a frame, when the number of players on one side of frame is over ten and 
the goal appears on the other side, this frame is considered to be the frame in the penalty kick 
shot and output. 

 

 
 

Fig. 5. Corner kick. This module detects the players  and the goal in a frame, as the yellow and red boxes 
in the figure. 

 

3.5 Shoot and Celebration Detection 
The shoot is the climax of the football game. Since every shot will provide a chance to score, it 
attracts the attention of the audience. The celebration action also marks the occurrence of 
important events. 

In this module, we need to detect the shoot and celebration from the live football matches. 
Shooting and celebration are momentary actions but we require continuous frames to find 
them in the video. We formulate shoot and celebration detection as an action recognition 
problem, whose goal is to determine the type of human behavior in a video. 

IDT [28] is the most stable and reliable method before deep learning has been widely 
applied to the field of action recognition, but this algorithm is very slow. It uses the optical 
flow between the two frames of video and the SURF key points to match, thereby reducing the 
effects of camera motion. With the development of deep learning, many action recognition 
methods based on deep learning have been proposed. The Two Stream Network [29,30] 
computes a dense optical stream for every two frames in the video sequence, and then trains 
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the CNN model for the video image and the dense optical stream respectively. The two 
branches of the network respectively judge the action categories, and finally directly fuses 
class scores of two networks to get the final classification result. C3D [31] uses 3D 
convolution and 3D Pooling to build a network to handle video directly. I3D uses a better 
architecture and is pre-trained on the more generic Kinetic dataset. P3D [32] uses experiments 
to prove that time domain information is important for action recognition. 

We adopt the well-known action recognition model I3D [8] for shoot and celebration 
detection and experiment results are shown in Table 3. The number of shoot and celebration in 
a game is limited, which requires us to do data augmentation. We take a clip containing 
shooting or celebration and its adjacent clips as positive samples. Sufficient training data is 
generated by randomly offsetting these positive samples back and forth in the time dimension 
and I3D will be trained on them. In the testing phase, a live stream is fed into the module and 
the module outputs the middle frame’s position in this live stream that was detected as 
shooting or celebration, as shown in Fig. 6.  
 

 
 

Fig. 6. Shoot and celebration detection. The live stream is split into a number of different short videos, 
which are then inputed into I3D to predict whether there is a shoot or celebration action. 

 

3.6 Score Detection 
Goal is the most exciting part of a game and is one of the important components of highlights. 
We design a score detection system, which detects goals by detecting the change of the score. 
This system contains three components: text region detection, text recognition and 
post-processing. 

For text region detection, we use CTPN [3]. We train this model on a large number of text 
images, to detect text regions in each frame of football match videos. However, in the frames 
of football match videos, the score takes up a very small area, leading to unstable results. 
Therefore, we propose a simple strategy to make better use of CTPN to address the size 
imbalance between the score area and the input frame. We first find the text regions containing 
scores, and then input the obtained regions into CTPN again to get more precise results. 
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Formally, we input a frame c into CTPN to get text regions which we call them boxes 
{𝐵𝐵1(c),𝐵𝐵2(c), … ,𝐵𝐵𝑁𝑁(c)}, where 𝑁𝑁𝑐𝑐 is the number of boxes detected in this frame. Since a 
score area should remain unchanged in adjacent frames, we take these regions in adjacent 
frames as candidate score regions, if the Intersection over Union (IoU) between them is greater 
than a threshold. The IoU between two regions in different frames is defined as follow: 

 
𝐼𝐼𝐼𝐼𝐼𝐼𝑖𝑖,𝑗𝑗(𝑐𝑐) = 𝐵𝐵𝑖𝑖(𝑐𝑐)⋂𝐵𝐵𝑗𝑗(𝑐𝑐−1)

𝐵𝐵𝑖𝑖(𝑐𝑐)⋃𝐵𝐵𝑗𝑗(𝑐𝑐−1) , 𝑐𝑐 > 1                                                    (3) 
 
𝐼𝐼𝐼𝐼𝐼𝐼𝑖𝑖,𝑗𝑗(𝑐𝑐) represents IoU between the ith box of the cth frame and the jth box of (c − 1)th 
frame. Then we will extend the range of these candidate regions and extract them from frame 
c. In our system, we have expanded 150 pixels and 100 pixels in length and width, respectively. 
Finally, we input these candidate regions into CTPN again to get a set of score regions. 

For text recognition, we use OCR technology to recognize words in text regions. We adopt 
Tesseract [4] as our method because it is mature and free. The output of this component is a 
sequence of all the detected words. 

Now, we have a sequence of words which contains scores. Next, we need to extract the 
scores from this sequence by post-processing. Regular expressions are perfect for this task. It 
can find words matching the format of scores in the sequence. We record scores and confirm a 
goal frame when there is a legitimate change in the score like zero colon zero to one colon 
zero. 

3.7 Face Recognition 
In this module, we want to detect soccer stars from soccer match videos by face recognition. 
However, this is a challenging task, because in soccer match videos, faces are blurred and most 
of them are profiles. Most current face recognition training datasets are front faces. Such data 
bias inevitably results in a performance drop. 

The face recognition model we use is ArcFace [5], without fine-tuning, because the 
performance of the existing model is good enough. The face detection model we used is 
MTCNN [6], a very fast model with promising performance. 

Image registration should be prepared before face recognition. Registration images are 
usually recent front face photos of the person to be recognized, but we cannot collect the recent 
front face images of soccer stars. We believe that using images in soccer match videos instead 
of using web images is more appropriate to the application scenario of soccer matches. 
However, it is time-consuming and laborious to find star faces directly in soccer match videos, 
thus we propose a two-step approach. The first step is to use web image as registration images 
to find soccer stars in the soccer match videos in recent two years. We search for front face 
images of these stars on the Internet and pre-process them as registration images. For match 
videos, we perform face detection on one frame per five frames, then perform the same 
pre-processing method used for registration images on the detected face regions. After 
pre-processing, we feed the detected face regions into ArcFace to do face recognition. Since 
training images and the testing images in match videos are quite different, we set a lower 
threshold to ensure that as many star face images as possible are captured. In the second step, 
we manually search the clear front face image for each star obtained in the first step. The 
number of registration images of each star is approximately 15. 

The test phase uses the previously prepared registration images. The output of the face 
recognition module is which frame contains which star and where the star face is. 
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3.7 Integration module 
The above described modules output the positions of key frames of highlights and the 
positions of the shot boundary frames. We combine a shot containing a key frame as well as its 
nearby shots to create a short video which lasts about a minute. These combined short videos 
are the highlights output of our system. Just like Fig. 1.  

4. System Details 
In the testing phase, in order to ensure that the entire system is real-time, each module need its 
own settings to increase the speed.  

Shot Segmentation module is used on every frame. Red and yellow card detection and 
corner kick detection are performed every eight frames from the input stream. In the shoot and 
celebration detection, we take one frame out of every eight frames from the live stream and 
combine them into a short video of 2.56 seconds long. These short videos will be input into 
I3D. Score detection, face detection and recognition are performed every 25 frames and every 
10 frames, respectively. 

5. Experiments 

5.1 Shot Segmentation 
Three 2014 Brazil World Cup match videos are used to verify the shot segmentation module 

of our system: Costa Rica vs Greece, Portugal vs Ghana and Belgium vs Algeria. All videos 
are 720p and the first 10,000 frames of each video are used. The statistics of the test data are 
shown in Table 1. We compare three histogram methods in Table 2, where Abs [2] calculated 
the absolute value instead of the square. “Correct” is the number of correctly detected shot 
boundary frames, “False Positive” is the number of wrongly detected frames and “Missed” 
indicates the number of shot boundary frames which are fail to detect. As can be seen from the 
Table 2, our method is better than [2] in terms of both accuracy and stability.  

The selected application lists for each class and the number of applications in each class are 
shown in Table 1. 
 

 
Table 1. The statistics of the data used in experiments. 

Video Name number of frames cuts 

Costa Rica 
vs Greece 10000 40 

Portugal vs 
Ghana 10000 31 

Belgium vs 
Algeria 10000 55 

Total 30000 126 
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Table 2. Shot segmentation results. 

Method Correct FalsePositive Missed 

Abs[2] 83 8 43 

W/O Avg(ours) 94 111 32 

Avg(ours) 116 28 10 

5.2 Shoot and Celebration Detection 

We compared the C3D, P3D and I3D in a football match video. We extract 1000 clips from a 
video, each of which is 2.56 s long and contains 16 frames. In other words, we take a frame 
from every 4 frames. Among the 1000 clips, there are 13 shoots, and 5 celebrations. The 
results are shown in Table 3. We will filter out the results with a confidence level below 0.5. 
From the experimental results, I3D can find all the required actions in the test samples, but the 
number of misjudgments is slightly higher than C3D. We pay more attention to whether the 
model can detect all the special actions, so we choose I3D as the model for shoot and 
celebration detection. 
 

Table 3. Shoot and Celebration Detection results. 

Method Correct FalsePositive Missed 

P3D[33] 2 101 15 

C3D[32] 11 14 6 

I3D[8] 17 33 0 

 

5.3 Score Detection 
We tested CTPN and refined CTPN on a short match video and compared their results. The 
results are shown in Table 4. The accuracy is measured by the ratio of the number of correctly 
identifying scores to the number of occurrences of the score. The accuracy of our refined 
method is much higher than the original method without refined.  

 
Table 4. Score detection results. 

Method Accuracy 

W/O Refined 0.062 

Refined(ours) 0.882 
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5.4 Face Recognition 
In order to verify the performance of the face recognition module, we identify eight stars in the 
video of two Brazilian World Cup matches. The results are shown in Table 5. Our system can 
achieve more than 98% recognition accuracy for most stars. These stars can be correctly 
identified even in very complicated scenes, as shown in Fig. 7.  
 
 

Table 5. Experiment of Face Recognition. 

Game Name Player Name Correct FalsePositive Accuracy 

Spain  
Vs 

Chile 

Ramos 524 10 98.13% 

Pique 311 5 98.42% 

de Gea 91 8 91.92% 

Silva 114 0 100.00% 

Croatia  
Vs 

Mexico 

Hernandez 544 11 98.02% 

Manjukic 308 34 90.06% 

Rakitic 91 9 95.26% 

Modric 114 1 99.31% 

 
 

 
 

Fig. 7. Face detection and recognition in the 2018 FIFA World Cup. Some examples of correct 
detection and recognition in complex scenes such as side faces, occlusion and blurring are shown here. 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 13, NO. 10, October 2019                                 5141 

5.5 Entire System 
Our system was put into use during the 2018 World Cup. We define short videos that include 
shoot, red and yellow card, corner kick, penalty kick, goal, and celebration as highlights. Our 
system achieved 100% recall during the game but with a not high accuracy. Manual filitering 
is required before uploading short videos to the network, so recall is more important than 
precision. 

5. Conclusion 
In this paper, we developed a novel system for automated highlight extraction in soccer videos 
or football match lives. This system consists of deep learning based action recognition, objects 
detection and face recognition modules. We first utilized color histogram features to extract 
shot boundary frames. Then deep learning techniques are used to find the keyframes of the 
highlights and star shots. Finally, the wonderful short videos and star clips are generated by 
splicing shots containing keyframes. The experimental results show the promising 
performance of the various modules of this system. Our system also has been integrated into 
live streaming platforms during the 2018 FIFA World Cup and performed very well. 
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