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Abstract 
 

Because of the increment in network scale and test expenditure, simulators gradually 
become main tools for research on key problems of wireless networking, such as radio 
resource management (RRM) techniques. However, existing simulators are generally 
event-driven, causing unacceptably large simulation time owing to the tremendous number 
of events handled during a simulation. In this article, a mass-processing framework for 
RRM simulations is proposed for the scenarios with a massive amount of terminals of 
Internet of Things accessing 5G communication systems, which divides the time axis into 
RRM periods and each period into a number of mini-slots. Transmissions within the 
coverage of each access point are arranged into mini-slots based on the simulated RRM 
schemes, and mini-slots are almost fully occupied in dense scenarios. Because the sizes of 
matrices during this process are only decided by the fixed number of mini-slots in a period, 
the time expended for performance calculation is not affected by the number of terminals or 
packets. Therefore, by avoiding the event-driven process, the proposal can simulate dense 
scenarios in a quite limited time. By comparing with a classical event-driven simulator, 
NS2, we show the significant merits of our proposal on low time and memory costs. 
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1. Introduction 

With the fast development of wireless communication networks, such as Internet of 
Things (IoT), Internet of vehicles, and 5G communication systems, the number of wireless 
terminals and sensors has dramatically increased. Meanwhile, new applications in the 
above networks have gradually appeared, bringing us into a big data era with a massive 
amount of terminals in hyper-dense networks [1]. To research on such scenarios but 
because of limited site and funding, it is common to use computers for simulations instead 
of real-time tests with large-scale experimental networks [2]. 

Simulations for wireless communications and networks can be categorized into several 
levels based on the main objects to be simulated, such as link, system, and network. 
Link-level simulations focus on physical (PHY) layer techniques in communication links, 
such as modulation, channel coding, and interference cancellation using signal processing 
methods. They generally evaluate links’ performance, such as bit error rate (BER) and 
block error rate, affected by pathloss, fading, and noise in communication channels [3]. 
System-level simulations are usually used for multi-cell and multi-terminal scenarios, 
which may be performed fast by simplifying the simulated links [4]. Network-level 
simulations can simulate routing, accessing, congestion control, etc. This category will be 
further summarized in the following paragraphs. In addition to the above categories, 
algorithm-level simulations can rapidly solve a mathematical or computational problem, 
whose results can be used to judge the optimality of a proposed scheme and inspire ideas 
for improving it. Both network-level and algorithm-level simulations are widely used for 
the study of radio resource management (RRM) in wireless networks. Algorithm-level 
simulations are simple and fast but they do not mimic the transmission of packets during 
the simulation. Classical network-level simulators [5]-[6] include NS, OPNET, OMNET, 
J-SIM, GloMoSim, QualNet, etc. They are used for simulations of schemes and protocols 
in various scenarios, but they are not specifically designed for simulations of RRM in 
wireless networks, so many researchers believe that self-developed simulators may be 
more suitable for their special purposes than these classical simulators. The existing 
self-developed simulators are summarized as follows. 

Wireless sensor network is a key paradigm widely simulated by self-developed 
simulators, and WSNet [7] is a representative one for this purpose, which uses an 
event-driven mechanism to support packet transmission and propagation on a wireless 
medium. The platform designed in [8] is based on OMNET’s environment, which uses a 
multi-agent model and an independent node’s PHY architecture. Each terminal is an 
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autonomous agent and the source code is automatically translated by mapping from 
configured parameters to objective environment. EasiSim [9] is also an event-driven 
simulator, which realizes node, topology, and scenario components. Topology, time, and 
event queue are integrated to improve the platform’s extensibility. Based on Tmote Sky 
sensor and Fox board platform, [10] uses a simulation model combining ZigBee and 
Bluetooth, which achieves low-power operation and photo transmission. Ref. [11] provides 
a software-defined architecture for IoT applications in heterogeneous networks, which uses 
a multilayer controller to achieve multiflow scheduling, network status evaluation, and 
scheme improvement. In [12], a platform is designed specifically for the study of 
energy-efficiency improvement in smart city, which supports a large number of terminals 
and interactive operations, but RRM or 5G scenario is not considered. 

Long-term evolution (LTE) system is also a widely studied key paradigm. OAISim [13] 
is an open-source LTE simulator, which supports simulations on LTE standards with 
evolved node B (eNB), user equipment (UE), and evolved packet core (EPC). It also 
supports signaling and schemes standardized by 3GPP with an almost full protocol stack. 
Ref. [14] focuses on uplink study of modulation and coding, multiple-input-multiple- 
output (MIMO), multi-user scheduling, and other PHY layer key techniques. Meanwhile, 
this simulator uses Matlab’s parallel computation toolbox for multi-core processing, which 
increases the computational complexity. Ref. [15] extends the above platform by 
pre-generating the fading parameters, which further decreases the computational 
complexity. LTE-Sim proposed in [16] is an open-source simulator, which can simulate 
multi-cell multi-user scheduling, mobility modeling, RRM, etc. Ref. [17] raises an open 
architecture with distributed configuration to decrease the reconfiguring time cost. In [18], 
a mobile gateway is designed in the scope of NS2 for the internetworking of ZigBee and 
mobile communication systems. Based on hierarchical addressing and network discovery 
techniques, routing from ZigBee to the mobile communication system is achieved. Based 
on OPNET, [19] proposes a simulator for the study of a mixture between universal mobile 
telecommunication system (UMTS) and wireless local area network (WLAN), which 
supports applications in UMTS, mobility models, handover, and call admission control. 
There are also some simulators specifically for the simulations of RRM schemes. Ref. [20] 
designs a policy-based distributed RRM architecture to achieve decision-sharing between 
networks and terminals. Ref. [21] uses OPNET to simulate multimedia applications in 
UMTS systems, specifically on RRM. The key RRM techniques, such as power control, 
handover, and load balancing are supported. LENA is an NS3-based simulator, which 
could simulate RRM schemes for LTE system. It supports LTE protocol stack, network 
structure, indoor propagation model, and RRM schemes [22]-[23]. 

To simulate communications in wireless networks, event-driven simulators are usually 
used, but they are too slow for simulations with a massive amount of nodes and packets due 
to the tremendous events generated during the simulation. Instead of node-by-node or 
packet-by-packet processing, RRM for all the nodes is achieved by a certain scheme and 
completed at the same time. Therefore, for RRM in hyper-dense networks with a massive 
amount of nodes and packets, there should be a better way to mass-process the packets. The 
main contribution of this article is the proposal of a mass-processing framework used for 
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simulations of the scenarios with a massive amount of nodes in hyper-dense networks. 
Different from common packet generation methods obeying a certain distribution of packet 
interval, the number of packets in hyper-dense networks is huge, making it a saturated 
buffer case when RRM allocates resource to transmit these packets. Thus, for each access 
point, the transmitted packets are almost continuous on the time axis. Given a certain value 
of period per bit and a certain probability distribution of packet length, the number of bits 
and the number of packets transmitted during each RRM period tend to be quite stable. 
Considering these features, we divide the time axis into RRM periods and each RRM 
period into a number of mini-slots. The length of each mini-slot is much smaller than a 
common packet, so each packet generally spans multiple mini-slots. After resource 
allocation by the RRM procedure and mini-slot assignment, packets are mapped to 
mini-slots they occupy. Finally, the performance of certain RRM schemes can be 
calculated by matrix operations on the mini-slots of an RRM period. In this way, even if we 
severely increase the number of nodes or packets in the simulation, the simulation time is 
not significantly increased, because the number of mini-slots in the simulated RRM period 
is fixed and the unallocated packets do not obviously affect the simulation time cost. 
Performance comparisons using the same scenarios show that the proposed framework 
achieves much lower time and memory costs than the classical event-driven simulators in 
hyper-dense scenarios. 

The remainder of this article is organized as follows: in Section 2, the procedure of the 
proposed framework is described; in Section 3, the RRM techniques in the framework are 
explained; in Section 4, two typical 5G scenarios are designed and simulation results are 
shown to demonstrate the validity of the proposal. Finally, conclusions are drawn in 
Section 5. 

2. Procedure of the Proposed Framework 
The key module in event-driven simulators is the event scheduler that handles events to 
mimic all the processing during communications and networking. Everything happened in 
a simulation is described by events, such as application type events (packet generation), 
medium type events (transmission start, transmission end, reception start, reception end), 
and medium access control type events (channel detection and access backoff). Each event 
is defined by a data structure, including event type, event happening time, corresponding 
terminal ID, happening layer in protocol stack, event serial number, etc. 

An event scheduler generates, sorts, and processes the events, as shown in Fig. 1. Its key 
steps include scheduler pre-process, event add and sort, event read, processing function 
calling, and event delete. Since it spends a lot of time and effort to mimic each packet’s 
detailed transmission, its merit is the accuracy for the simulations of packet processing, but 
it fits for the scenarios with only a small amount of terminals and not too much traffic. For 
simulations of hyper-dense networks, its merit leads to its main drawback instead, i.e., too 
time-consuming. 
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To solve the above problem, let us consider from another angle. During each RRM 
period, the number of packets transmitted from and to each base station (BS) is limited. The 
successful probability of each transmitted packet is highly related to the interference it 
suffers, which is further decided by the concurrently transmitted packets in adjacent cells. 
The division of a number of mini-slots could discretize the time axis to mimic packet 
scheduling and packet overlapping (interfering) features. Thus, multiple BSs and multiple 
mini-slots form the two dimensions of a matrix, making it possible to use matrix operations 
to simulate the transmissions of packets arranged by a certain RRM scheme. 

 

Call the corresponding 
processing function

Pre_processing

Event 
Read

Packet retransmission
Packet generation
Terminal backoff

…

Event 
Delete 

Scheduler 
Start

Input Output

Init Scheduler

Event Queue

Event Add and Sort

Feedback

 
Fig. 1. The process of an event scheduler. 

 
In this section, the design of the matrix-operation-based mass-processing framework is 

described, whose procedure is shown in Fig. 2. First, the framework is initialized and the 
user-configured parameters for simulated scenario, IoT application, and RRM schemes are 
set. Second, scenario details, such as positions of BSs and terminals in the simulation area 
are generated based on the configured scenario parameters. Third, all the packets during an 
RRM period are generated at the same time, including packet length, packet starting time, 
source ID, and destination ID, without payload. Note that generating all the packets at the 
same time is reasonable because the number of packets generated by each terminal and 
stored in its buffer is quite regular based on the configured IoT applications, so the ratio of 
the numbers of packets in different terminals' buffers is almost fixed. Meanwhile, the 
allocation strategy in each RRM period is actually for the packets generated before this 
period. Fourth, the RRM module is called to decide the BS to access for each terminal, the 
carrier frequency to use, and the power to allocate. Then, a mini-slot assignment procedure 
is used to map all the packets into the mini-slots based on each packet’s transmitting time 
and packet length. Note that the number of mini-slots in an RRM period should not be too 
large or too small; otherwise, it either makes the simulation procedure too time-consuming 
or makes the simulation results imprecise. We set the level of RRM period to milliseconds 
and the level of mini-slot to microseconds in the following simulations. Finally, the 
performance on various metrics can be obtained. 
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Fig. 2. Procedure of the proposed framework. 

 
A traffic generator is used to mass-generate all the packets of a simulation. IoT traffic 

usually has the following features [24]–[25]: uplink more than downlink, and usually 
periodic with very small packets but sometimes bursty. The traffic is defined as packets 
with parameters including length, transmitting time, source ID, destination ID, etc. No 
detailed content (i.e., payload) is transmitted in each packet. 

Mini-slot assignment is a major part of the procedure. The time axis is divided into very 
small virtual mini-slots and each packet is mapped to one or multiple mini-slots based on 
its transmission time and packet length. The element in each mini-slot indicates the serial 
number of the terminal occupying this mini-slot. Take Fig. 3 as an example, the first four 
elements in the second row are 6s, representing that a packet transmitted from terminal 6 to 
BS2 is allocated in these mini-slots. Therefore, each BS forms a vector of these serial 
numbers indicating the occupation of its mini-slots, and these elements for all the BSs form 
a matrix with the number of rows equaling the number of BSs and the number of columns 
equaling the number of mini-slots in one RRM period. The occupation of the mini-slots is 
based on RRM schemes and the mini-slot assignment procedure. RRM schemes will be 
further described in Section 3, which runs all the configured schemes to obtain the strategy 
of resource allocation to the terminals by each BS. The mini-slot assignment procedure 
further maps the packets with the mini-slots and records the first mini-slot and the last 
mini-slot of each packet for further performance calculation. 

A dynamic RRM procedure running period by period is too time-consuming for the 
massive-node scenarios, so our framework is designed for the simulation of one period 
within a dynamic procedure, which is already quite time-consuming in dense scenarios. If a 
dynamic RRM procedure containing many periods is simulated, the simulation procedure 
should be repeated many times, which is actually easy to be achieved by a simple script (or 
a loop program) to call the main function many times from a higher level. 
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Fig. 3. Mini-slot assignment examples 

The next step is the calculation of average signal-to-interference-plus-noise ratio (SINR), 
packet error rate (PER), and system capacity. By calculating the useful signal’s strength 
and the interference in each mini-slot, we could obtain the SINR, PER, and system capacity 
for each mini-slot. Then, those performance metrics of a packet can be obtained by 
averaging the mini-slots it occupies, and those of each terminal can be also averagely 
calculated. Taking uplink transmission as an example, we consider the interference from 
terminals to BSs. Each mini-slot in Fig. 3 is represented by a two-tuple },{ ji , where i  
denotes the index of BS and j  denotes the index of mini-slot. In this way, the interference 
from the terminal occupying the j th mini-slot in the i th BS to the l th BS is written as 

j
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where j
iPt is the transmitting power of the terminal occupying the j th mini-slot in the i th 

BS. j
ilPL and j

ilBPL  are the pathloss and the building penetration loss from the terminal 
occupying the j th mini-slot in the i th BS to the l th BS. Therefore, the SINR of the l th 
BS in the j th mini-slot can be written as 
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where 0n  is the variance of additive white Gaussian noise (AWGN), and j
lPr  is the 

receiving power of the l th BS in the j th mini-slot. Therefore, the average SINR for the 
k th packet in the l th BS is written as 
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where x
lkT  and y

lkT are the serial numbers of the first and the last mini-slots that the k th 
packet occupies. Assuming that offset quadra-phase shift keying (OQPSK) is used for 
modulation, we get the BER of the k th packet as 
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11[1 lklk SINRBER −−=                                        (4) 
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and the PER of the k th packet is given by 
kN

lklk BERPER )1(1 −−=                                               (5) 
where kN  is the total number of bits in the k th packet. The channel capacity 
corresponding to the SINR of the k th packet in the l th BS is given by 

)1(log* 2 lklk SINRBC +=                                              (6) 
where B  is the bandwidth for transmitting the k th packet. Therefore, the total system 
capacity is given by 

1 1

lNPM

lk
l k

C C
= =

=∑∑                                                        (7) 

where lNP  is the total number of packets transmitted in the l th BS and M  is the total 
number of BSs in the scenario. 

The advantage of the proposed framework is mainly its high processing speed and the 
reasons are summarized as follows: 

1) The process of an event-driven simulator is based on the time points of events (such as 
packet transmission) in the event queue, which can happen at any time point. In a dense 
scenario, the number of events may be huge, so the time points when events happen may be 
extremely close to one another (i.e., quite successive on the time axis). In contrast, packet 
transmissions in our framework are arranged to the mini-slots, and the division of time axis 
into mini-slots is a discretization. To sum up, the smallest unit for processing in an 
event-driven simulator is the event, while that in our framework is the mini-slot. By 
discretizing the time axis into appropriate number of mini-slots, we could guarantee the 
precision of the simulation and also make sure that the number of mini-slots is obviously 
less than the number of events. 

2) For the calculation of the performance metrics in a simulation, an event-driven 
simulator mimics the procedure of each packet’s transmission and outputs the results in a 
log file so that the performance metrics (such as the number of packets successfully 
transmitted) can be counted. In contrast, performance calculation in our framework is 
based on matrix operations, which processes all the mini-slots in an RRM period together, 
making it much faster than the one-by-one counting process of event-driven simulators. 

3) When the number of terminals is very large, the number of events generated during a 
simulation becomes huge, making it quite time-consuming to complete a simulation by an 
event-driven simulator. In contrast, the number of mini-slots of each RRM period in our 
framework is fixed for a simulation, so the time cost for many processes during a 
simulation does not increase much. In detail, the time cost for the performance calculation 
step in Fig. 2 is based on the number of mini-slots in an RRM period, which does not 
increase at all, even though the number of terminals may become very large. The time cost 
of the packet generation step is proportional to the number of packets generated, which is 
more or less the same as an event-driven simulator. The time cost of the RRM schemes may 
increase polynomially, but its increasing trend is just the same as the RRM schemes 
running by an event-driven simulator. To sum up, along with the increment of the number 
of terminals, the time cost of the proposed framework increases slower than event-driven 
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simulators. Since the processing time saved by the performance calculation step is 
comparable with event-by-event processing by event-driven simulators is large, this 
improvement should be quite promising. 

Another advantage of the framework is its low memory cost. When the scenario is dense, 
event-driven simulators usually generate a huge number of events. Since the processing of 
the events is based on their happening time points, the huge number of events that are not 
processed yet should be stored in the memory, which leads to the occupation of too much 
memory and may further affect the processing speed during the simulation. When the 
simulated scenario is hyper-dense, event-driven simulators may become out of memory, 
which breaks the simulation directly. In contrast, the proposed framework is based on the 
processing on mini-slots and the mini-slots in each RRM period are fixed during a 
simulation. Therefore, even if we extremely increase the number of terminals, the usage of 
memory is not obviously increasing. In detail, the increment is only about the storage of the 
terminals’ features and the generated packets’ information, which are the same as in 
event-driven simulators, while the memory usage for the processing of mini-slots does not 
increase at all. This is a promising feature of the proposed framework for the simulations of 
hyper-dense scenarios. 

3. RRM Techniques in the Framework 
RRM in our framework is an independent module, which is composed of a pre-processing 
part and an algorithm processing part. The pre-processing part provides parameters for the 
simulated algorithms, while the algorithm processing part uses the configured algorithm to 
get the RRM result. Based on the network’s current status and the requirements of the 
terminals, the RRM module is used to appropriately allocate resources to decrease 
inter-cell interference, increase spectral utilization, and guarantee the transmission of 
various applications. RRM techniques supported include cell selection, partial frequency 
reuse (PFR), dynamic interference coordination, and power allocation. The algorithm 
processing part provides interfaces to user’s algorithms, so the user just needs to make sure 
that the designed algorithm is correct and calls it in the algorithm processing part. 
Algorithms already implemented include received signal strength (RSS) based scheme, 
Q-learning algorithm, simulated-annealing algorithm, Hungarian algorithm, genetic 
algorithm, etc. 

3.1 Cell Selection 
In the scenario of heterogeneous networks, each terminal might be covered by multiple 

cells (i.e., BSs) at the same time and it can select the most appropriate cell for access, called 
cell selection. Since the capacity of each cell is limited, when multiple terminals access one 
single cell, congestion may cause a decline in the performance of the whole system. 
Therefore, cell selection is a procedure that combines multiple factors, such as terminal 
properties, user preferences, network attributes, and application features, for decision 
making. The cell selection procedure in a simulation is divided into two steps: 
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• Preparation step, which first calculates the distances between the terminals and BSs, 
hence pathloss for each link is obtained. Then, it obtains the RSS for each terminal 
at the BS and its capacity based on the average SINR. In the end, the set of available 
cells for each terminal is obtained, which will be a key input for the cell selection 
algorithm. 

• Decision step, which makes decision for each terminal on the cell to access and 
outputs the results by a log file. Taking RSS-based algorithm and Q-learning-based 
algorithm as examples, the former allows each terminal to select the cell with the 
maximum RSS, while the latter uses a Q-learning iteration process to gradually 
select the most appropriate cell for each terminal. 

3.2 PFR 
PFR divides the whole frequency band into multiple bands and divides each cell into 

multiple concentric circles. The bands are used by the concentric circles in an overlapped 
manner, so that the inter-cell interference can be decreased and the cell-edge terminals’ 
performance can be guaranteed. 

PFR schemes are involved in the design of the division of bands, the number of circles, 
and the reuse factors of different circles [26]. The current framework supports the 
simulation of PFR schemes with three or less concentric circles. As shown in Fig. 4, 61 
adjacent cells are arranged regularly and their cell radii, circles, and reuse factors are set 
based on user configuration. The scenario that the user wants to simulate should be a subset 
of these 61 cells and at least one coincident should be found. For example, if a user 
configures a scenario with 5 cells to simulate, i.e., {A, B, C, D, E} shown on the left of Fig. 
4, the simulation program will do a movement of these cells to the 61 cells on the right and 
try to find a coincident, such as {25, 9, 7, 16, 35} in the figure, to fix the configuration of 
these 5 cells. 

 
Fig. 4. PFR. 
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3.3 Dynamic Interference Coordination 
Dynamic interference coordination divides a frequency band into frequency points 

(carriers) and a time period into slots, which form resource blocks. Then, a certain 
optimization algorithm is used to find an appropriate resource-allocation mechanism, i.e., a 
matching between resource blocks and terminals. 

Dynamic interference coordination is used to allocate resources between circles in 
adjacent cells with the same frequency band in Fig. 4. The realization of this technique is as 
follows: first, based on the PFR scheme, we gather the circles using the same frequency 
band into the same group, hence all the circles are classified into multiple groups. Note that 
when the numbers of terminals are not the same in different circles within a group, we add 
some virtual terminals for the circles containing less terminals, so that all the circles have 
the same number of terminals. Then, a utility matrix is obtained representing the utilities 
for pairing different terminals. Finally, for each group, dynamic interference coordination 
is used to decide the resource blocks used for each terminal. For example, the mid-circle in 
cell 2 and the mid-circle in cell 4 will use the same frequency band when a 3-circle scheme 
is used for PFR, and dynamic interference coordination will be further used to match the 
terminals in these two circles to avoid severe interference. A certain optimization algorithm, 
such as genetic algorithm, simulated annealing algorithm, and Hungarian algorithm, is 
used to decrease interference and increase spectral efficiency. 

3.4 Power Allocation 
Power allocation adjusts the transmitting power of the terminals to avoid severe 

interference and increase system capacity. Power allocation decides the transmitting power 
values of terminals in adjacent cells, so the usage of this technique is similar to dynamic 
interference coordination. First, all the circles are classified into multiple groups in the 
same way as dynamic interference coordination. Second, for each group, virtual terminals 
are added to make the numbers of terminals in different circles identical. Third, for each 
pair of terminals, the optimal transmitting power ratio is obtained by the technique in [27]. 
In the end, a utility matrix is obtained and used as the input of the power allocation 
algorithm to decide the final results. Note that, if another power allocation scheme is 
simulated, we just need to add a new algorithm function with the same input and output 
interfaces to replace the current one, thus its corresponding RRM results will be obtained. 

4. Simulation Results 
Compared with the previous networks, 5G network will increase machine-to-machine 
applications’ traffic [28], which brings about new features, such as large data rate, low 
latency, and low energy efficiency. It supports smart home, smart office, intelligent 
transportation, and many other new fields, which generate extremely large number of 
bursty or periodic very small packets [29]–[31]. Therefore, two typical scenarios, i.e., 
indoor office and outdoor grid road referring to 3GPP and MITIS-2, are designed and used 
for the verification of our proposed framework. 
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4.1 Outdoor Simulation Results 

 
Fig. 5. Outdoor scenario. 

The outdoor scenario can simulate the city’s road, propagation model, and building 
penetration loss [29]. Meanwhile, it is also a typical heterogeneous cellular network 
scenario where a number of picocells are distributed in the coverage of macrocells to 
enhance the signal coverage in some hot-zones and to provide multiple access choices to 
terminals. The configuration procedure of the scenario is as follows: first, a 
two-dimensional Cartesian coordinate system is established for Fig. 5, whose original 
point is at the top left corner. Second, based on the positions of buildings and roads, we 
obtain their coordinates and coverage areas. Each building is modeled as a rectangle with 
fixed center and side length. Third, parameters such as transmitting power, antenna gain, 
carrier frequency, and channel bandwidth are set based on the corresponding 3GPP 
specifications and MITIS-2 documents [32]. Finally, we set the locations of the BSs and 
terminals and corresponding parameters for propagation and building penetration. 

The configured parameters include simulation time, IoT application type, RRM schemes, 
terminal features, BS features, channel model, and other related parameters [31]-[33]. The 
simulation area is 387 meters * 553 meters with 1 macrocell and 12 picocells, while the 
number of terminals is from 100 to 10000 under uniform distribution. The transmitting 
power of terminal, picocell, and macrocell are set to 23, 40, and 49 dBm, while their 
antenna gains are set to 0, 6, and 12 dBi. The 3GPP ITU model is used for propagation with 
pathloss exponents and shadow standard deviations set as the above references. The total 
bandwidth is 20 MHz, the modulation mode is OQPSK, and the penetration loss per wall is 
set to 71.5 dB. The simulation time is one RRM period, 100 ms, divided into mini-slots 
with 10 us each. Period per bit is set to 50 ns. The simulated IoT application type is video 
monitoring whose packet length obeys lognormal distribution with 6.6=μ  and 12.1=σ , 
while the packet interval is a constant (10 ms). The average packet length is obtained as 
E(packet_length)

2 /2 1376.4eµ σ+= ≈ , which is reasonable for video-monitoring 
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applications. The positions of the BSs are fixed as in Fig. 5, while the positions of terminals 
are randomly generated in the whole simulation area. 

The packets allocated for transmission during this period are those generated in the 
previous periods. Before the simulation period starts, all the packets should be generated 
based on the configured application type. Then, cell selection in RRM module is called to 
associate all the terminals with their most appropriate BSs, and other RRM techniques are 
used to allocate the packets to the resource blocks. Finally, the mini-slot assignment 
procedure is called to determine the first and the last mini-slots occupied by each packet 
and store them for performance calculation. 

Simulation results are shown in Table 1. We can see that the number of packets 
successfully transmitted is increasing along with the increment of the number of terminals. 
When the number of terminals is small, the number of generated packets is also small, so 
RRM could separate these packets into almost nonoverlapping mini-slots to avoid 
interference and further packet failure, leading to high packet successful rate. Along with 
the increment of the number of terminals, the packet successful rate gradually decreases 
due to interference. When the number of terminals is larger than a certain value (such as 
5000 terminals in Table 1), the network becomes saturated, so RRM can only arrange an 
almost fixed number of packets to the mini-slots for each BS, leading to a stable packet 
successful rate. Because of the same reason, we can see that the number of successfully 
transmitted packets gradually increases until the network is saturated. For simulation time, 
it is monotone increasing, close to a linear level. As we know, time cost for the matrix 
operations part does not obviously change when the number of terminals is increasing. The 
main reason that increases the simulation time is the RRM schemes and the calculation of 
the channel features for each sender-receiver pair, which are related to the number of 
terminals. 

Table 1. Performance for outdoor scenario 
Num. nodes Num. received packets Successful rate Time cost/S 

200 1592 79.60% 26.62 
500 3881 77.62% 60.74 
1000 6865 75.27% 121.36 
2000 9690 71.30% 248.72 
5000 12018 68.80% 613.42 

10000 12001 68.44% 1278.76 

 

4.2 Indoor Simulation Results 
Fig. 6 shows a typical 5G indoor scenario referring to MITIS-2 [29]. It considers the 

layout, furniture, and low-power BSs in a room, which is suitable for the simulations of 
bursty traffic generated by a massive amount of nodes in resource-limited hotspot zones. 
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Fig. 6. Indoor scenario. 

The simulation area is 20 meters * 10 meters with 4 femtocells, while the number of 
terminals is from 200 to 1000 under uniform distribution. Since the coverage of each BS in 
the indoor scenario is much smaller, as well as the number of terminals in this scenario, the 
time cost of RRM, including information gathering and RRM schemes, should be 
obviously shorter than the outdoor scenario. Therefore, the RRM period is set to 20 ms for 
this indoor scenario. The transmitting power of femtocells is set to 24 dBm and the antenna 
gain is 6 dBi. The propagation model is close-in free space reference distance path loss 
(CI-FSPL), the penetration loss per clapboard is 8 dB. The other parameters are the same as 
the outdoor scenario [31]-[33]. 

Each simulation result in Table 2 is obtained by averaging the results of 10 randomly 
generated scenarios. The configuration on RRM is the same as the outdoor scenario, as well 
as the three evaluated performance metrics. Since the number of terminals for the indoor 
scenario is much smaller, the total number of successfully transmitted packets is generally 
less than the outdoor scenario. For the same reason, the packets have less chance to be 
interfered with each other, so the packet successful rate is much higher. 

Comparing the cases with 200 terminals for both indoor and outdoor scenarios, we can 
see that the packet successful rate for the former is obviously better than the latter. That is 
because the indoor scenario has less BSs hence there is less average interference for each 
packet, although the average number of packets transmitted in unit time period is more or 
less the same. For simulation time, the cost of indoor scenario is less than that of outdoor 
scenario when the numbers of terminals are the same. That is because the indoor scenario 
has less BSs hence less repeats of RRM processing and less transmitter-receiver pairs for 
the calculation of channel features. Meanwhile, since the RRM period for indoor scenario 
is set to be 1/5 of the outdoor scenario, the size of matrices is also much less, which also 
decreases the time cost of the indoor scenario. Similar to the outdoor scenario, when the 
number of terminals is larger than a certain value (such as 800), the number of successfully 
transmitted packets becomes stable because almost all the resource blocks have been 
already occupied and almost no more packets can be further added by the RRM schemes. 
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Table 2. Performance for indoor scenario 
No. nodes Num. received packets Successful rate Time cost/S 

200 362 90.50% 10.72 
400 689 90.48% 21.73 
600 806 88.95% 30.97 
800 885 89.03% 40.46 
1000 893  88.75% 50.72 

 

4.3 RRM Simulation Results 
This simulation includes cell selection, PFR, dynamic interference coordination, and 

power allocation. We choose Q-learning-based algorithm for cell selection. To avoid too 
long simulation time and make sure the results are typical for demonstration, we set 1 
macrocell and 4 picocells in the scenario, numbered as 1 and 2-5, respectively. The 
picocells are distributed inside the macrocell. 100 terminals are uniformly distributed in the 
macrocell, hence some of them are also covered by picocells. For the other parameters, 
such as the channel model, we refer to the outdoor scenario in 4.1. 

Simulation results are written into a log file, as shown in Fig. 7. Since Q-learning is used, 
each terminal's selection is to maximize the whole system's performance. We can see that, a 
large number of terminals select the macrocell because it covers a large area that the 
picocells may not cover. 

For PFR simulation, we should assume that the cell selection procedure is completed and 
a PFR scheme is configured then. To make the scenario typical, we choose the cells 1-7 in 
Fig. 4 and uniformly distribute 15 terminals in each cell. We select a 3-circle scheme for 
simulation, so each cell is divided into 3 circles with reuse factors 1/3/7, representing reuse 
factor 1 for the inner circle, 3 for the middle circle, and 7 for the outer circle. Simulation 
results are shown in the log file of Fig. 8. We can see that, with the above configurations, 
the inner circles of the 7 cells use band numbers {1,1,1,1,1,1,1}, the middle circles use 
{3,4,2,4,2,4,2}, and the outer circles use {6,8,10,7,5,11,9}. 

 
Fig. 7. Cell selection results. 
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Fig. 8. PFR results. 

After cell selection and PFR, the terminals are associated with cells and the circles of 
cells are allocated with bands. The next step is to allocate resource to terminals in each 
circle, which involves in the dynamic coordination of interference between adjacent cells. 
To concisely show the results, we set 2 macrocells with fixed locations, such as cells 1 and 
2 in Fig. 4. Fifty terminals are uniformly distributed in the two cells and associated with the 
cells by cell selection. Each cell is divided into 3 circles with reuse factors 1/3/7. After 
dynamic interference coordination with Hungarian algorithm, terminals from the 2 cells are 
paired. For example, as shown at the 3rd line of Fig. 9, terminals 14 and 22 are paired to use 
frequency 1, terminals 19 and 39 are paired to use frequency 5, etc. 

Instead of only coordinating the interference, the above process can also coordinate 
transmitting power of terminals in adjacent cells, i.e., power allocation. Assuming that cell 
selection and PFR have been completed, the input matrix for Hungarian algorithm is 
generated, including power allocation and interference coordination effects. Seen from Fig. 
10, terminals are paired and their transmitting power values are obtained. For example, the 
allocated power values for terminal 4 and terminal 5 are 97.9819 mw and 102.0181 mw, 
while those of terminal 6 and terminal 13 are 112.3668 mw and 87.6332 mw, etc. 

 
Fig. 9. Dynamic interference coordination results. 
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Fig. 10. Power allocation results. 

4.4 Comparison on Simulation Time and Memory Costs 
In this subsection, we compare the simulation time cost and memory cost of the 

proposed framework with the traditional even-driven simulators. These simulators usually 
achieve time costs in the same order of magnitude for simulating the same scenario, so one 
of them is chosen as a representative milestone [34]. NS2 is selected because it is mature 
with many manuals, widely accepted by this research domain, and easy to guarantee 
identical scenarios and packet transmissions with our framework because of its explicit 
user interfaces and tools. The RRM period is set to 10 ms, which is smaller than the 
previous simulations so that NS2 does not take too much time to complete the simulation. 
The period of each mini-slot is set to 10 us and the period per bit is 50 ns. To guarantee a 
generic comparison, we do not use the scenarios in the previous two subsections. Instead, 
we consider a scenario with a 400 meters * 400 meters simulation area with 16 BSs 
randomly deployed within it. A number of nodes, from 160 to 3000, are uniformly 
distributed in the simulation area and their transmission power is set to 20 dBm. Since the 
simulation time cost is correlated to the number of packets processed during the simulation, 
we guarantee that the number of processed packets by our proposed framework and that by 
NS2 are identical, while the packet length and packet interval are set to constant values 
1000 bits and 1 ms, forming a constant bit rate application. 

Comparison results are shown in Fig. 11. Along with the increment of the number of 
nodes, both the simulation time cost and memory cost of NS2 dramatically increase. Take 
the case with 1600 nodes as an example, NS2 costs almost 10 h and 6300 MB of memory to 
complete this simulation. Note that since the time cost of NS2 are polynomially increasing, 
it becomes extremely large when we further increase the number of nodes. Also note that 
this is only the time cost for one simulation, and researchers usually need to do a lot of 
simulations during the study, making event-driven simulators unsuitable for the studies of 
hyper-dense scenarios. In contrast, since the proposed framework uses matrix operations, 
especially if combining the matrix operation features of Matlab, the time cost does not 
increase too much when the number of nodes becomes large. For example, when 1600 
nodes are simulated, our framework costs only about 34 s. Combining with Table 1 and 
Table 2, we find that the time cost of our framework is linearly increasing with regard to 
the number of nodes. 

For RRM simulations, when all the resource blocks are occupied by packets, there is no 
further resource to transmit more packets, so the increment of packet processing costs 
should be limited even if the number of nodes further increases. Event-driven simulators do 
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not show this feature because their packet processing costs are still increasing due to the 
fact that the number of generated events is still dramatically increasing. Instead, the packet 
processing cost of our proposed framework becomes gradually stable when the resource is 
almost fully occupied, no matter what kind of massive-node scenario is simulated. The 
increment of time cost of our framework along with the number of nodes is because of the 
increment of the simulation time of RRM module and channel feature calculation. This 
explains the major merit of our proposed framework on simulation time cost. Moreover, 
because the number of mini-slots during this simulation is fixed and Matlab generates 
vectors with fixed number of entries, the memory cost of our proposed framework does not 
increase at all. Therefore, when the number of nodes is small, the memory occupied by NS2 
is smaller than our framework, but along with the increment of the number of nodes, its 
memory cost dramatically increases to store the events. 

    
(a)           (b) 

Fig. 11. Performance comparison: (a) simulation time costs, (b) memory costs 

5. Conclusion 
Tremendous events, as the smallest processing units, can only be processed one-by-one 

in traditional event-driven simulators, making them too time-consuming for simulations of 
hyper-dense networks. The proposal in this article is a matrix-based mass-processing 
framework for simulations of RRM in hyper-dense 5G-IoT scenarios, which divides the 
time axis into multiple RRM periods and each RRM period into multiple mini-slots. The 
key point is that the discretization effect of the time axis is strong, so the number of 
mini-slots, compared with the number of events during an event-driven simulation, 
decreases several orders of magnitude. Therefore, the time cost of the proposed framework 
is much less than the traditional event-driven simulators for the same simulation, making it 
much more suitable for RRM simulations in 5G-IoT scenarios. To complete the 
functionalities of the proposed framework, a traffic generator for IoT applications, two 5G 
scenarios, and an RRM module containing many techniques and algorithms are also 
implemented. Our near future work is to add more algorithms into the framework, so that 
its context of use could be widely extended. 
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