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Abstract

This paper is about wine quality classification with multilayer perceptron using the deep neural
network. Wine complexity is an issue when predicting the quality. And the deep neural network is
considered when using complex dataset. Wine Producers always aim high to get the highest possible
quality. They are working on how to achieve the best results with minimum cost and efforts. Deep
learning is the possible solution for them. It can help them to understand the pattern and predictions.
Although there have been past researchers, which shows how artificial neural network or data mining
can be used with different techniques, in this paper, rather not focusing on various techniques, we
evaluate how a deep learning model predicts for the quality using two different activation functions. It
will help wine producers to decide, how to lead their business with deep learning. Prediction
performance could change tremendously with different models and techniques used. There are many
factors, which, impact the quality of the wine. Therefore, it is a good idea to use best features for
prediction. However, it could also be a good idea to test this dataset without separating these features.
It means we use all features so that the system can consider all the feature. In the experiment, due to
the limited data set and limited features provided, it was not possible for a system to choose the
effective features.
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1. Introduction

Quality of beverages is the very important part that seriously impacts the consumers which
indirectly affects the manufactures. As per Troost, G., Wine is a complex beverage, and there are
factors for the quality, and that depends on grape variety, edaphoclimatic conditions and enological
practices [1]. So, this means that many features are interlinked. Wine quality broadly encompasses
both extrinsic and intrinsic factors [2]. It is well known that the wine quality concept involves a great
complexity and it has shown to include several sub-components and the difficulty faced by the wine
industry in establishing quality produces varying approaches for its evaluation when tasting wine [3].
The wine industry shares marketing academics’ uncertainty about the nature of product quality. Some
suggest that the absence of faults [4] is a crucial determinant of quality.

In this paper, we have implemented the deep neural network to analyze that how accurately the
deep neural network can predict. We are using multi-layer perceptron model for classification of wine
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quality. From the experimental results, we show how different activation functions can produce
mixed results.

2. Previous Research

Many previous studies show different approaches for classification of wine grade. Like Gaussian
process regression and multi-task learning. Yeo et al [5] found that advanced machine learning
technique has the potential for prediction of wine price.

We keep learning that wine quality varies because of many factors. One of the same views was
presented by Ashenfelter [6], he mentioned that the quality depends on the type of grapes used. He
proved it by a price equation which he derived using several factors. He found climate change and
expert opinion are the key options when deciding the wine price.

Ribeiro et al. [7] have predicted wine vinification using data mining tools. They figured out good
accuracies in all the techniques.

Lee et al. [8] also proposed a decision tree based method to predict the wine quality. They
compared their approach using three machine learning approaches such as SVM, Bayes Net, and
Multi-Layer Perceptron and they found their proposed method is better compared to other mentioned
approaches.

Many Data mining technologies have been used to classification problems, and it has been
applied to wine quality as well. In contrast, the aim of machine learning methods is like other
applications are to create models from data to predict wine quality.

Yesim Er*1, Ayten Atasoyl used SVM, K-NN AND Random Forest with cross-validation and
percentage split test method [9]. They found that for each classification model, the results vary
whenever test mode is changed.

In 1991, Wine dataset was contributed to UCI repository. There were 178 instances including 13
different attributes like alcohol, magnesium to classify three cultivars from Italy [10]. Principal
component analysis (PCA) have been used too [11]. Another experiment had been used in wine aroma
chromatograms which were measured with a Fast GC Analyser [12]. In the final study, three more
classification methods were compared such as Linear Discriminant Analysis, Radial Basis Function
Neural Networks, and Support Vector Machines (SVM) as per their performance in a two-stage
architecture.

Cortez et al. [13] presented three types of models; the first one is a neural network. The Second is
multiple regression, and last is support vector machine to measure the quality and the taste of wines.
Shanmuganathan’s [14] stressed on doing the prediction of the various temperatures on wine crops
and quality. However, Chen et al. [15] were more focused to improve the taste and quality of wine by
gathering the end users feedback. To conclude this problem, they choose to apply hierarchical
clustering of wine to have more appropriate results which can provide an improved framework for
wine classification.

3. Dataset

In this research paper, we will be using Portugal region Vinho Verde’s wine samples dataset to
forecast the wine quality. They were in best ten exporting countries in 2005. This country had 3.17%
of the market share in 2005 [16]. The government has appointed The Vinho Verde Region’s
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Viticulture Commission (CVRVYV) to certify, promote, defend, control and ensuring the authenticity
and quality of all Vinho Verde Denomination of Origin wines. On the other hand, they also have a
research and testing center improve, develop and modernize the winemaking abilities with the aim to
produce the best quality wines to compete in the global market [17] including crops of wines. This
center is known as Amandio Galhano Wine Center (EVAG), they are focused in four areas:

* Grape production e« Certified plants/rootstock

* Research * Wine tourism

The authorization process for wine is little complicated. It can be evaluated by doing
physicochemical test method and by doing sensory tests [18]. On a regular basis physicochemical test
used to describe density, alcohol, or pH values check, while sensory tests depend on mainly on human
experts. The taste is not fully understood by the human senses [19]. Hence, wine classification is a
very hard task. Both tests are different from each other. Additionally, the physicochemical and
sensory test results have very complicated relationships and are still not fully understood [20].

We have selected the dataset from https://archive.ics.uci.edu/ml/datasets/Wine+Quality [21]. In
the same repository, two datasets were deposited, red, and white wine. In Contrast red wine dataset is
smaller and has 1599 instances, and white wine dataset contains 4898 instances. Both datasets have
the same number of 11 features, and the model predicts 12" feature. The 11 attributes are inputs for
objective tests (e.g., pH values, alcohol, density, etc.), and the 12™ attributed is predicted as per the
sensory data. Wine quality is ranged between 0 (very bad) and 10 (very excellent). However, on
comparing the wine samples, we found that it has normal wines more than the bad or best quality. We
found out that dataset has only six classes samples, those are 3,4,5,6,7,8.

Both wine datasets have exactly same features, pH defines the acidic level, or basic wine is on a
scale from 0 (very acidic) to 14 (very basic). Most wines are between 3-4 on the pH scale. Chloride is
the amount of salt in the wine. Alcohol is the percent alcohol content of the wine.

A prestige-class wine contents an equilibrium constituent to set up the manufacturing process
such as sugar fraction in sugarcane, which narrates with the proportion of alcohol. Additional
following harmony specimen is diverse formulae of acid, which changes the perception and tartness
of wine. Tannins resemble the acidity of the wine [22].

4. Methodology

We want to predict wine quality in very simple steps. Since this dataset is not very large, we cannot
implement a very large deep neural network. So, we decided to build very simple 5 step model, which
is shown in Figure:1

Software and Library: We experimented R with Keras and Tensorflow.

Model: We have built a deep neural network using multilayer perceptron model with multiple
hidden layers.

Compilation: We have compiled the model using categorical cross-entropy and mean squared
error (MSE) with Adaptive Moment Estimation (ADAM) optimizer.

Fitting Model: We tried to fit our model with different epochs and batch sizes, and validation
split.
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Evaluate Model: We tested our model and analyzed prediction based on different epochs and
batch sizes using MSE and ADAM optimizer on different epoch and batch sizes with constant
validation split

Figure 1: Five step life cycle of neural network

5. Conclusion

For this five-step model, we analyzed how the results vary whenever we use different activation
function.

o  When using with Rectified Linear Unit (RELU) activation on red wine dataset, we get the 53%
validation accuracy while using tanh we have seen 52% validation accuracy with 200 epochs
and 66 batch size with validation split at 0.15.

e  When using with RELU activation on white wine dataset, we get the 48% validation accuracy
while using tanh we have seen the 53% validation accuracy with 200 epochs and 66 batch
size with validation split at 0.15. We evaluated the same model with different epochs and
batch sizes.

Results from the experiments suggest us to conclude that data gets overfitted or under fitted when
increasing the epochs and batch sizes. While using different activation function does not impact much.
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Figure 2. White wine dataset with tanh (left) and white wine dataset with RELU activation

function (right)
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Figure 3. Red wine dataset with tanh (left) and red wine dataset with RELU activation

function (right)
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