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Abstract 

 
Differential privacy has broadly applied to statistical analysis, and its mainly objective is to 
ensure the tradeoff between the utility of noise data and the privacy preserving of individual’s 
sensitive information. However, an individual could not achieve expected data utility under 
differential privacy mechanisms, since the adding noise is random. To this end, we proposed 
an adaptive Gaussian mechanism based on expected data utility under conditional filtering 
noise. Firstly, this paper made conditional filtering for Gaussian mechanism noise. Secondly, 
we defined the expected data utility according to the absolute value of relative error. Finally, 
we presented an adaptive Gaussian mechanism by combining expected data utility with 
conditional filtering noise. Through comparative analysis, the adaptive Gaussian mechanism 
satisfies differential privacy and achieves expected data utility for giving any privacy budget. 
Furthermore, our scheme is easy extend to engineering implementation. 
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1. Introduction 

The end of privacy  [1] is the special issue of Science. Privacy as we have known it is ending, 
and we are only beginning to fathom the consequences. Hence, differential privacy has been 
proposed by Dwork [2], which is mainly privacy preserving method to individual sensitive 
data. That is to say, in statistical analysis, for all datasets 1D  and 2D  which differ in only one 
record, for all adversaries A  and all outputs t  denoted by )(DTA , according to privacy budget 
ε  which is a random variable, such that 

 ε≤







)](Pr[
)](Pr[ln

2

1

DT
DT

A

A  (1) 

Not only this approach gains an extent of data utility, but also satisfies differential 
privacy. Thus, differential privacy has widely applications. Differential privacy was used to 
protect privacy for big data in body sensor networks  [3]. Boyd et al  [4] proposed a differential 
privacy computation of classifier evaluation metrics, irrespective of the training setting. With 
respect to datasets 1D  and 2D  which differ in only one record, Dwork et al  [5] extended the 
Laplace distribution of  [2] to the Gaussian distribution ),0( 2σN  for which the noise sums 
primitive yields δ -approximate ε -indistinguishable, where 10 << ε  and 

22 )2log(2 εδσ ≥ . Built on  [5], Dwork and Roth  [6] obtained an alternative for adding 
Laplace noise was identical to adding Gaussian noise. In  [6], let )1,0(∈ε , for 

)25.1ln(22 δ>c , the Gaussian mechanism of parameter εσ fc∆≥  is ),( δε -differential 
privacy, where f∆  is 1 -sensitivity, please see its definition in section 3. Another, differential 
privacy is meaningful for 1>ε . However, differential privacy mechanisms generated random 
independent identical distribution noise. Noise may be very larger, such that the data added 
considerably large noise is not available. Such as we want a function for counting the number 
of people aged in (30,40) by differential privacy mechanisms. Under a differential privacy 
mechanism, random and considerable noise may be added to some ages, so it has no 
significance to differential privacy statistical analysis in the age interval (30,40). In this 
situation, individual sensitive data achieve best differential privacy preserving, but data is 
lower utility. Hence, differential privacy preserving method is limited because of existing data 
excessive or mild distortion by adding random and large noise. 

So, in this paper, we achieved adaptive differential privacy based on expected data utility 
under conditional filtering noise, where privacy budget 0>ε  is arbitrary in our scheme. 
Firstly, we made conditional filtering for noise that absolute value satisfied interval (0.5,1.5). 
Secondly, we gave the definition of expected data utility. Thirdly, we proposed the adaptive 
Gaussian mechanism by combining expected data utility with conditional filtering noise. 
Through comparative analysis, given the privacy budget ε , our scheme guarantees the 
differential privacy and achieves the expected utility of noise data. Another, our scheme is also 
effective. In practice, we can achieve adaptive differential privacy by specifying the expected 
data utility based on our scheme. 

Based on Gaussian mechanism, we generalize privacy budget )1,0(∈ε  to 0>ε , such 
that the privacy budget has a widely range. We present adaptive differential privacy by 
combining expected data utility with conditional filtering noise. Then through analysis, we 
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demonstrate this approach is reasonable, and it can achieve expected data utility, while 
satisfying differential privacy. Our main contributions are as following: 

(1) We required the absolute value of conditional filtering noise belonging to the interval 
(0.5,1.5), and we gave the definition of expected data utility according to the absolute value of 
relative error. Then, we proposed an adaptive Gaussian mechanism by combining expected 
data utility with conditional filtering noise. 

(2) We proved that adaptive Gaussian mechanism achieves differential privacy and 
ensures expected data utility under any privacy budget. 

(3) In engineering applications, we constructed applications framework using adaptive 
Gaussian mechanism in interactive and non-interactive environment. We conducted an 
instance analysis, which shows that our scheme ensures differential privacy and achieves 
expected data utility. 

The rest of this paper is organized as follows. We introduce related work of data utility to 
noise response under differential privacy in the section 2. In the section 3, we introduce the 
preliminaries of differential privacy. In the section 4, we give the definitions of conditional 
filtering noise and expected data utility based on the absolute value of relative error. Then we 
present adaptive Gaussian mechanism, it can achieve the expected data utility of noise 
response results, while satisfying differential privacy. We give non-interactive and interactive 
applications framework using adaptive Gaussian mechanism, and present the corresponding 
protocols in the section 5. Section 6 conducts a comparative experimental analysis of privacy 
and expected data utility. In section 7, we would safely make a conclusion about this paper. 

2. Related Work 
How to build valuable statistical analysis and protect confidentiality is mutually contrary. 
Therefore, it is necessary that designing protocols for balancing privacy versus utility in using 
personal sensitive data. Goroff  [7] started traditional methods whose strengths and 
shortcomings motivate more recent approaches. How to balance the utility and the privacy will 
allow everyone to benefit from big data science and protect sensitive information that 
enormous and growing stores of everyone.  

Today, in an era of data explosion, the traditional methods for privacy preserving no 
longer work, hence, privacy preserving by controlling the use of data is gaining more 
attention  [8]. Thus, Gaussian mechanism has studied to make sure that the tradeoff between 
privacy and utility. Another, Gaussian mechanism has had widely applications.  

To enhance accuracy of noise data, Ny and Pappas  [8] conducted the filtering 
approximation set-ups of differential privacy for input perturbation and output perturbation. 
They defined εεδε 2)2(),( 2 ++= KKk  and )(1 δ−= pK , where π2)( 22

duexp
x

u∫
∞ −= . 

Then in input perturbation, the white Gaussian noise ),0(~ 2σNX  is added to every input 
signal, where ),(),( 21 DDdk δεσ = . And in output perturbation, the Gaussian mechanism is 
defined XDfDM += )()( , where ),0(~ 2σNX , )},(||{||max),( 211 DDdfk ni ∞≤≤≥ δεσ , 
and ),( 21 DDd  is Haming distance between datasets 1D  and 2D . Both of them are 

),( δε -differential privacy, and they should be evaluated relying on the query function vector 
f  of every query function if  for all ni ≤≤1  and the number n  of data records in the 

datasets, as none of the error bound is better than others in all circumstances. Their differential 
privacy filtering mechanism is similar to the Gaussian mechanism   [6], but the formulation 
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),( δεk  is not rigorous proved from mathematical theory. It is common that the data curators 
have quite different expectations regarding the acceptable level for privacy to their data. 
Differential privacy may lead to insufficient privacy preserving for users or over-preserving 
for others. According to specify a personal privacy requirement for their data, through 
defining privacy specification is a mapping RU →Φ :  from users to personal privacy 
preferences. Joragensen et al  [9] proposed the personalized differential privacy. Thus, our 
scheme is different from this, because of achieving adaptive differential privacy based on 
expected data utility for giving any privacy budget. Soria-Comas et al [11] proposed 
individual differential privacy, an alternative differential privacy notion that offers the same 
privacy guarantees as standard differential privacy to individuals (even though not to groups 
of individuals). Individual differential privacy allows more analytical accuracy by using local 
sensitivity. Wang and Anandkumar  [12] presented a noise calibrated tensor power method 
with efficient privacy guarantees by using Gaussian mechanism.  

In many applications, the matrix containing sensitive information about individuals, 
Hardt and Roth  [13] gave significant improvements in accuracy over randomize response with 
Gaussian mechanism under the natural and necessary assumption that the matrix has low 
coherence. Dwork et al  [14] achieved optimal bounds for privacy preserving principal 
component analysis using Gaussian mechanism, resulting in an improved regret bound. They 
ensured Gaussian mechanism was ),( δε -differential privacy by adding independently drawn 
random noise from ))25.1ln(2,0( 22 εδ fN ∆ .  

In privacy preserving queries, Nikolov et al  [15] study tradeoff between utility and 
privacy in the context of linear queries over histograms. To achieve ),( δε -differential privacy 
of linear queries is adding appropriately scaled independent Gaussian noise to each query, 
where Gaussian noise subjects to dN )))1ln(21(,0( εδσ +  for a Nd ×  queries matrix 

N
iiaA 1)( ==  consisting of query ia  for σ≤∀ 2||:|| iai . Li et al  [16] described the matrix 

mechanism, an algorithm for answering a workload of linear counting queries that adapt the 
noise distribution to properties of the provided queries. Given a workload, the mechanism uses 
a different set of queries, called a query strategy, which is answered using a standard Laplace 
or Gaussian mechanism. 

In deep learning based on neural networks, the training of models requires large, 
representative datasets, which may be crowdsourced and contain sensitive information. 
Training models of deep learning should not expose private information in these datasets, so 
Abadi et al  [17] developed new algorithmic techniques for learning and a refined analysis of 
privacy costs within Gaussian mechanism. For strongly convex and smooth objectives, Zhang 
et al  [18] proved that gradient descent with output perturbation using Gaussian mechanism not 
only achieves nearly optimal utility, but also significantly improves the running time of 
previous state-of-the-art private optimization algorithms. For non-convex but smooth 
objectives, they proposed a random round private stochastic gradient descent algorithm, which 
provably converges to a stationary point with privacy guarantee. 

Gaussian mechanism has increasingly widely applications, such as it was used in 
differential privacy recommended system: building privacy into the Netflix Prize 
contenders  [19]. With the demand of ridesharing services increasingly sharply, serious privacy 
concerns have become a major barrier against its further development, so Tong et al  [20] 
proposed a scheduling protocol based on joint differential privacy by combing Gaussian 
mechanism and Laplace mechanism for the purpose of protecting users’ location privacy and 
minimizing vehicle miles in the system. 
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Differential privacy is a formal method to ensure privacy. It has been successfully applied 
in a range of data analysis tasks. Despite much recent work, the randomness of noise not 
ensures the expected data utility. Hence, based on contemporary work, we present the adaptive 
Gaussian mechanism, which achieves the expected data utility and differential privacy by 
combining expected data utility with conditional filtering noise. This has been an important 
significance to privacy data analysis task in engineering applications. 

3. Differential Privacy 
In this section, we introduce the mainly preliminaries of differential privacy  [6]. 

Let },,,{ 21 nrrrD =  denote a dataset consisted of n  records, where )1( niri ≤≤  denotes 
the i th record. To define the notion of the adaptive Gaussian mechanism based on expected 
data utility under conditional filtering noise, we need to several different primitive definitions. 

Definition 1: (Adjacent Datasets) It is to say two datasets 1D  and 2D  are adjacent 
datasets if they have the same size and identical except for a single record. So the Hamming 
distance ),( 21 DDd  between two datasets 1D  and 2D  is 1. 

Throughout this paper, we will use the notion of differential privacy under Hamming 
distance 1),( 21 =DDd  for adjacent datasets 1D  and 2D . 

Definition 2: ( ε -Indistinguishable) A mechanism is ε -indistinguishable if for all 
adjacent datasets 1D  and 2D , for all adversaries A and all transcripts t  denoted by 

})2,1{)(( ∈iDT iA , there is 

 ε≤
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Definition 3: (δ -Approximate ε -Indistinguishable) A mechanism is δ -approximate 
ε -indistinguishable if for all adjacent datasets 1D  and 2D , all adversaries A , and all 
transcripts t  denoted by })2,1{)(( ∈iDT iA , there is 

 εδ
≤
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According to Definition 3, the definition of ),( δε -differential privacy is as following. 
Definition 4: ( ),( δε -Differential Privacy) Given 0≥ε , a randomized algorithm M  is 
),( δε -differential privacy, if for any two adjacent datasets 1D  and 2D , and any outputs 

)(MRangeS ⊆  of M , so SDM ∈)( 1  and SDM ∈)( 2 , such that 
 δε +≤ )](Pr[)](Pr[ 21 DMeDM  (4) 
where ]1,0[∈δ  is any probability value without satisfying differential privacy, and if 0=δ , 
M  is )0,(ε -differential privacy algorithm. 

Next, we firstly give the definition of sensitivity before giving Gaussian mechanism. 
For any query function kRDf →:  about a dataset D , the 1 -sensitivity of f  is 

 1211),( ||)()(||max
21

DfDff DDd −=∆ =  (5) 
for all adjacent datasets 1D  and 2D . 

Theorem 1. (Gaussian Mechanism) Let 0>ε , Gaussian mechanism with parameter 
εδσ )25.1ln(2f∆≥  is ),( δε -differential privacy. 
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4. Adaptive Differential Privacy Mechanism 
This section explicitly details adaptive Gaussian mechanism framework, analyzes its privacy 
and expected data utility from mathematics, and shows how to achieve the adaptive Gaussian 
mechanism in practice.  

4.1 Adaptive Differential Privacy Framework 
To present the adaptive differential privacy framework, we firstly give definitions of 
conditional filtering noise and expected data utility. 

Definition 5: (Conditional Filtering Noise) In Gaussian mechanism, the Gaussian noise 
),0(~ 2σNX  and noise σkXY −=  satisfied 5.1||5.0 << Y  by filtering condition on 

5.05.1 −<<− Y  and 5.15.0 <<Y . 
Especially, ]2,0[∈k  is a real number, which ensures the monotonicity of adaptive 

Gaussian mechanism. Here, monotonicity means a privacy metric decreases or increases as the 
privacy budget increases. Next, we define the expected data utility according to the absolute 
value of relative error xxx )'( − , where 'x  is the approximate value of x . 

Definition 6: (Expected Data Utility) The uDf +)(  is the approximate value of )(Df , 
where u  is known as utility factor. The expected data utility to be ])1,0[(1 ∈−= EEU  if the 
absolute value of relative error is |)(||)(||)())((| DfuDfDfuDfE =−+= . 
 

Gaussian Mechanism 
X~N(0,σ2), Y=X-kσ

Conditional Filtering 
Noise Y Satisfied

0.5< |Y|<1.5

Adaptive
Gaussian Mechanism

Absolute Value E 
of Relative Error 

Dataset D or
Query Results to D

Expected Data Utility 
U=1-E  and

Utility Factor u

Adding 
Noises Z=uY

 
Fig. 1. Adaptive differential privacy framework based on expected data utility under conditional 

filtering noise 
 

In Fig. 1, adaptive differential privacy framework consists of three parts. The first part 
makes the conditional filtering noise Y  satisfied 5.1||5.0 << Y , where σkXY −=  and 

),0(~ 2σNX . The second part computes the utility factor u  according to absolute value E  
of relative error )0()())())((( ≥−+ uDfDfuDf  of query results. Note that data analyst 
requests data curator publishing dataset regarded as a simple query function, which treats it as 
an identity query function DDf →: . Therefore, |)(|)|)((|1 DfuDfEU −=−=  is the 
expected data utility. The third part achieves adaptive Gaussian mechanism by adding noise 

uYZ =  to query results. Why multiplies the conditional filtering noise Y  with the utility 
factor u , see the following section. Since 5.1||5.0 << Y , then the rounding value of  ||Y  is 1. 
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Furthermore, noise value || Z  is approximately equal to the utility factor u  for keeping 
expected data utility to be EU −=1 , that is to say 

 
|)(|

|||)(|
|)(|

|||)(|
|)(|

|)(|1
Df

ZDf
Df

uYDf
Df

uDfEU −
≈

−
≈

−
=−=  (6) 

Thus, this framework satisfies expected data utility and differential privacy. Please refer to 
their theory proof of the follow-up section.  

4.2 Adaptive Gaussian Mechanism 

For any numeric query function kRDf →: , Gaussian mechanism generates noise directly 
added to query results. Gaussian noise iX  is independent identical distribution random 
variables drawn from ),0( 2σN  in Gaussian mechanism, however, the Gaussian noise iX  
may be very large that leads data is not available. So we construct adaptive Gaussian 
mechanism, which achieves expected data utility and differential privacy. 

According to Definition 6, we can achieve expected data utility, but this is not satisfying 
differential privacy if we regard the utility factor u  as noise. So we get noise uYZ =  by 
multiplying the conditional filtering noise Y  with the utility factor u . Then we add noise Z  
to query results. The probability of noise Z  corresponding to the probability of noise X  
satisfies differential privacy. Like this can achieve approximate expected data utility, while 
satisfying differential privacy. Thus, we have the following definition of adaptive Gaussian 
mechanism. 

Definition 7: (Adaptive Gaussian Mechanism) For conditional filtering noise Y , and 
utility factor u . For any numeric query function kRDf →: , the adaptive Gaussian 
mechanism is defined as follows 
 ZDfDAGM += )()(  (7) 
where uYZ = , σkXY −= , and X  generated by Gaussian mechanism. 

In adaptive Gaussian mechanism, provided the privacy budget 0>ε . According to the 
definition of adaptive Gaussian mechanism, and we have the following theorems. 

Theorem 2. Adaptive Gaussian mechanism is ),( δε -differential privacy. 
Proof of Theorem 2: 
We use the proof method of contradiction. Adaptive Gaussian mechanism will return 

ZDf +)(  for a dataset D  and a query function f , where uYZ = , σkXY −=  and 
),0(~ 2σNX . Because of the probability of ZZi ∈  is identical with the probability of 

XX i ∈ . Assuming the adaptive Gaussian mechanism is ),( δε -differential privacy, then 

 ε
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Because of εδσ )25.1ln(2f∆≥  and )1,0(∈δ , there are 

 ε
σ

≤
∆++−

2

22

2
)( fXX  (9) 

and 
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)25.1ln(2 ffX ∆
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∆
≤

ε
δ  (10) 
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Therefore, the Gaussian mechanism is )0,(ε -differential privacy when noise 
2)25.1ln(2 ffX ∆−∆≤ εδ . Since σkXY −= , computing utility factor u  from absolute 

value E  of relative error, we have 

 
2

)25.1ln(2 ukfufuZ σ
ε

δ +∆
−

∆
≤  (11) 

So, the adaptive Gaussian mechanism is )0,(ε -differential privacy by combining the 
utility factor u  and conditional filtering noise )5.1||5.0( << YY  when 

2)()25.1ln(2 ukfufuZ σεδ +∆−∆≤ . 
Let us partition Z  as 21 RRZ = , where 

 }
2

)25.1ln(2:{1
ukfufuZRZR σ

ε
δ +∆

−
∆

≤∈=  (12) 

and 

 }
2

)25.1ln(2:{2
ukfufuZRZR σ

ε
δ +∆

−
∆

>∈=  (13) 

For any query results set 21 SSS =  and defining them as follows 
 }:)({ 11 RZZDfS ∈+=  (14) 
and 
 }:)({ 22 RZZDfS ∈+=  (15) 

Thus, we have 

 

δ

δ
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 (16) 

Therefore, the adaptive Gaussian mechanism is ),( δε -differential privacy. 
The hypothesis of 0>ε  is reasonable because that ),( δε -differential privacy is 

symmetric, therefore 
 ))(Pr()))((Pr( 21 SZDfSZDfe ∈+≤−∈+− δε  (17) 

Theorem 2 is proved. 
Theorem 3. Expected data utility of adaptive Gaussian mechanism is E−1 . 
Proof of Theorem 3: 
Similarly, we use the proof method of contradiction. By Gaussian mechanism generating 

noise ),0(~ 2σNX , then computing noise σkXY −= . Noise Y  required satisfying 
5.1||5.0 << Y  under conditional filtering. So, the rounding value to be 1 of noise absolute 

value ||Y . 
Assuming the expected data utility is E−1 . E  is the absolute value of relative error 

)0()()()())(( >=−+ uDfuDfDfuDf . So, we get the utility factor u . Despite obtaining 
the expected data utility E−1  by adding u  to query results, this is not satisfying differential 
privacy. Thus, according to Definition 7 and Theorem 2, we add noise uYZ =  to query 
results for ensuring differential privacy. There is 

 E
Df

u
Df
Yu

Df
uY

Df
Z

Df
DfZDf

=≈===
−−

|)(||)(|
||

|)(|
||

|)(|
||

|)(|
|)())((|  (18) 

Therefore, the expected data utility of adaptive Gaussian mechanism is E−1  when the 
absolute value of  relative error  for query function f  on dataset D  is E . 
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Theorem 3 is proved. 
Similarly the properties of differential privacy  [6], the adaptive Gaussian mechanism has 

the properties including group privacy, post processing and composition. 
In the following, we give the Algorithm 1 of the adaptive Gaussian mechanism. 

 
Algorithm 1. Adaptive Gaussian mechanism 

Input: The privacy budget, ε . 
            The probability of without satisfying differential privacy, δ . 
            The expected data utility, U . 
            The 1 -sensitivity of query function f , f∆ . 
Output: The noise response results, ZDf +)( . 

1. ),0( 2σNX ← {Generating Gaussian noise} 
2. σkXY −← {The linear function of Gaussian noise} 
3. 5.1||5.0 <<← YY {Conditional filtering noise} 
4. |)(| DfuEu =← {Computing utility factor under expected data utility} 
5. uYZ ← {Multiplying utility factor with conditional filtering noise} 
6. →+ ZDf )( Noise response results {Adding noise to query results} 

5. Applications Framework Using Adaptive Gaussian Mechanism 
In non-interactive and interactive framework, we state the applications framework using 
adaptive Gaussian mechanism. 

Data 
Analyst

D
at

a 
C

ur
at

or

Response+Noise 
Response

Expected Data Utility 1-E

Expected
Data Utility

1-E

Z=uY

Absolute Value E 
of Relative Error Utility Factor u

Z

Gaussian Mechanism 
X~N(0,σ2), Y=X-kσ

Conditional Filtering 
Noise Y (0.5<|Y|<1.5)

  
Fig. 2. Non-interactive framework using adaptive Gaussian mechanism 

 
Firstly, we give the non-interactive framework using adaptive Gaussian mechanism in 

Fig. 2. This framework consists of two parts. Data analyst publishes expected data utility 
EU −=1  to data curator in the first part. In the second part, data curator makes noise response 

of dataset using adaptive Gaussian mechanism. 
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In non-interactive framework, we compute the 1 -sensitivity of adjacent dataset 1D  and  

2D  is following 
 1211),( ||||max

21
DDf DDd −=∆ =  (19) 

Fig. 3 gives the protocol of non-interactive framework using adaptive Gaussian 
mechanism based on computation of the sensitivity. In this protocol, the || DuE = . 

Data Analyst Data Curator

Expected Data Utility 1-E

D+Z

X~N(0,σ2), Y=X-kσ
kConditional filtering noise satisfied 0.5< |Y|<1.5
lComputing utility factor u from E
mComputing noise Z=uY
nAdding noise Z to dataset D

 
Fig. 3. Non-interactive protocol using adaptive Gaussian mechanism 

 

Data 
Analyst

D
at

a 
C

ur
at

or

Response+Noise 
Response

Expected Data Utility 1-E

Expected
Data Utility

1-E

Z=uY

Absolute Value E 
of Relative ErrorUtility Factor u

Z

Gaussian Mechanism 
X~N(0,σ2), Y=X-kσ

Conditional Filtering 
Noise Y (0.5<|Y|<1.5)

Query

 
Fig. 4. Interactive framework using adaptive Gaussian mechanism 

 
Next, we give the interactive framework using adaptive Gaussian mechanism in Fig. 4. 

This framework is slightly different from non-interactive framework. Data analyst publishes 
expected data utility EU −=1  of the query results to data curator in the first part. In the 
second part, data curator sends the noise response of query results according to the data 
analyst’s expected utility. 

In this interactive framework, the 1 -sensitivity of query function kRDf →:  for 
adjacent datasets 1D  and 2D  is 
 1211),( ||)()(||max

21
DfDff DDd −=∆ =  (20) 
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In Fig. 5, we give the protocol of interactive framework using adaptive Gaussian 
mechanism based on computation of the sensitivity. In this protocol, the |)(| DfuE = . 

Data Analyst Data Curator

Query Function f
Expected Data Utility 1-E 

of Query Results

f(D)+Z

X~N(0,σ2), Y=X-kσ
kConditional filtering noise satisfied 0.5< |Y|<1.5
lComputing utility factor u from E
mComputing noise Z=uY
nAdding noise Z to query results  f(D)

 
Fig. 5. Interactive protocol using adaptive Gaussian mechanism 

6. Experimental Evaluations 
In this experimental evaluation, we only make a comparative analysis among Gaussian 
mechanism, personalized differential privacy [10], individual differential privacy [11], and 
adaptive Gaussian mechanism in non-interactive framework. We achieve personalized 
differential privacy and individual differential privacy by using Gaussian mechanism, which 
are known as personalized Gaussian mechanism (PGM) and Individual Gaussian mechanism 
(IGM) in this paper, respectively. Similarly, there exists the same experimental analysis in an 
interactive framework. We will analyze the privacy preserving and expected data utility. In all 
experiments, let us set 1.0=δ , 1=∆f , and local sensitivity 1.0=fLS .  

6.1 Dataset 
We use T-Drive taxi trajectory dataset  [21] to evaluate expected data utility and privacy 
preserving level of adaptive Gaussian mechanism. This is a sample of T-Drive taxi trajectory 
dataset, which was generated by over 10,000 taxis in a period of one week in Beijing. We 
chose the taxi ID 7’s dataset. We use the average location of its trajectory every day from 
February 2-8, 2008. So, this trajectory has seven locations.  

6.2 Privacy Preserving 
We measure the privacy using expected estimation error as following 
 ∑∑ =−= ||)(||)()'(||)( 1 YYpDfDfYpE  (21) 
Here, YDfDf += )()'( , Y  is noise generated by differential privacy mechanisms. Because 
of considering the non-interactive framework, the privacy metric is 
 ∑∑ =−= ||)(||'||)( 1 YYpDDYpE  (22) 
Here, YDD +=' , Y  is noise generated by differential privacy mechanisms. 

Another, because trajectory data consists of latitude and longitude, the privacy metric is 
 ∑= ||||)()( 2121 YYYpYpE  (23) 
Here, noise  1Y  and 2Y  added to latitude and longitude, respectively. 

In privacy analysis, we get the average experimental result of repeating 30 times 
experiments. We directly add noise to the trajectory using Gaussian mechanism, personalized 
Gaussian mechanism, and individual Gaussian mechanism, see the expected estimation error 
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curve in the Fig. 6. In that three Gaussian mechanisms directly add noise to the trajectory, the 
expected data estimation error decreases as privacy budget increases. 

 
Fig. 6. Expected estimation error of the trajectory using Gaussian mechanism (GM), personalized 

Gaussian mechanism (PGM), and individual Gaussian mechanism (IGM) 
 

 
Fig. 7. Expected estimation error of the trajectory using conditional filtering noise of Gaussian 

mechanism 
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We get the expected estimation error curve in the Fig. 7 by only adding conditional 
filtering noise of Gaussian mechanism to the trajectory. This can achieve differential privacy 
by adding conditional filtering noise and the expected estimation error decreases as privacy 
budget increases. When k  increases in ])2,0[( ∈−= kkXY σ , the expected estimation error 
also is rapidly increasing. 

Finally, the adaptive Gaussian mechanism satisfies the monotonicity from Fig. 8, that is 
to say, the expected estimation error decreases as privacy budget increases. Another, when the 
absolute value E  of relative error and k  increase, the expected estimation error also 
increases. 

In a word, the adaptive Gaussian mechanism can achieve differential privacy and 
maintains expected data utility. 

 
Fig. 8. Expected estimation error of the trajectory using adaptive Gaussian mechanism 

6.3 Data Utility 
Now, according to Definition 6 of expected data utility metric, we analyze the data utility of 
Gaussian mechanism, personalized Gaussian mechanism, and individual Gaussian mechanism, 
and analyze the expected data utility of adaptive Gaussian mechanism. In all data utility 
analysis, we also get the average experimental result of repeating 30 times experiments. 

In the non-interactive framework using Gaussian mechanism, personalized Gaussian 
mechanism, and individual Gaussian mechanism, the metric of data utility is 

||)|(|1 DXDE −=−  for the absolute value E  of relative error. In the non-interactive 
framework using adaptive Gaussian mechanism, for the absolute value  E  of relative error, 
the metric of expected data utility is 

 
||

||
||

||1
D

uYD
D

ZDEU −
≈

−
≈−=  (24) 

Thus, we know that the data utility is 1 to every location of the trajectory when the 
absolute value E  of the relative error is 0. 
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Table 1. Data utility of the trajectory using Gaussian mechanism 
Trajectory dataset 1.0=ε  0.1=ε  0.2=ε  

Taxi ID 7 

(0.8257, 0.5830) (0.9859, 0.9630) (0.9922, 0.9807) 
(0.8413, 0.6038) (0.9832, 0.9596) (0.9900, 0.9759) 
(0.8646, 0.5730) (0.9869, 0.9532) (0.9924, 0.9747) 
(0.8326, 0.5659) (0.9847, 0.9563) (0.9915, 0.9763) 
(0.8671, 0.4542) (0.9884, 0.9643) (0.9932, 0.9783) 
(0.8851, 0.6133) (0.9872, 0.9657) (0.9920, 0.9791) 
(0.8763, 0.5893) (0.9815, 0.9661) (0.9950, 0.9791) 

 
Table 2. Data utility of the trajectory using personalized Gaussian mechanism 

Trajectory dataset Average location Privacy preference Data utility 

Taxi ID 7 

(116.7571, 39.8034) 1.0=ε  (0.8725, 0.5676) 
(116.7140, 39.8456) 0.2=ε  (0.9924, 0.9805) 
(116.7380, 39.8093) 0.1=ε  (0.9847, 0.9532) 
(116.4927, 39.8970) 5.0=ε  (0.9763, 0.9275) 
(116.4595, 39.9290) 0.1=ε  (0.9857, 0.9675) 
(116.4346, 39.9192) 5.1=ε  (0.9885, 0.9664) 
(116.5023, 39.9329) 0.1=ε  (0.9834, 0.9509) 

 
Table 3. Data utility of the trajectory using individual Gaussian mechanism 

Trajectory dataset 1.0=ε  0.1=ε  0.2=ε  

Taxi ID 7 

(0.9843, 0.9626) (0.9985, 0.9960) (0.9992, 0.9976) 
(0.9842, 0.9559) (0.9986, 0.9955) (0.9993, 0.9973) 
(0.9835, 0.9453) (0.9982, 0.9960) (0.9993, 0.9979) 
(0.9856, 0.9534) (0.9983, 0.9958) (0.9992, 0.9975) 
(0.9853, 0.9479) (0.9985, 0.9952) (0.9990, 0.9975) 
(0.9857, 0.6133) (0.9983, 0.9941) (0.9995, 0.9974) 
(0.9836, 0.9543) (0.9984, 0.9951) (0.9990, 0.9976) 

 
Table 4. Data utility of the trajectory using conditional filtering noise of Gaussian mechanism 

Trajectory dataset 1.0,0 == εk  0.1,0 == εk  0.2,0 == εk  1.0,1 == εk  

Taxi ID 7 

(0.9913, 0.9725) (0.9913, 0.9772) (0.9928, 0.9761) (0.9910, 0.9754) 
(0.9917, 0.9746) (0.9927, 0.9763) (0.9919, 0.9768) (0.9917, 0.9741) 
(0.9907, 0.9735) (0.9920, 0.9754) (0.9925, 0.9799) (0.9916, 0.9772) 
(0.9912, 0.9761) (0.9915, 0.9731) (0.9926, 0.9782) (0.9908, 0.9746) 
(0.9920, 0.9748) (0.9913, 0.9759) (0.9924, 0.9784) (0.9917, 0.9747) 
(0.9913, 0.9741) (0.9913, 0.9740) (0.9910, 0.9768) (0.9916, 0.9735) 
(0.9914, 0.9752) (0.9919, 0.9765) (0.9918, 0.9777) (0.9910, 0.9742) 

0.1,1 == εk  0.2,1 == εk  1.0,2 == εk  0.1,2 == εk  0.2,2 == εk  
(0.9916, 0.9749) (0.9912, 0.9733) (0.9914, 0.9745) (0.9911, 0.9728) (0.9904, 0.9733) 
(0.9912, 0.9755) (0.9910, 0.9760) (0.9913, 0.9755) (0.9914, 0.9727) (0.9907, 0.9741) 
(0.9913, 0.9761) (0.9916, 0.9764) (0.9914, 0.9778) (0.9907, 0.9757) (0.9908, 0.9746) 
(0.9912, 0.9732) (0.9917, 0.9757) (0.9917, 0.9758) (0.9913, 0.9752) (0.9909, 0.9728) 
(0.9925, 0.9735) (0.9925, 0.9751) (0.9917, 0.9750) (0.9913, 0.9714) (0.9914, 0.9740) 
(0.9908, 0.9768) (0.9907, 0.9772) (0.9911, 0.9754) (0.9909, 0.9743) (0.9912, 0.9739) 
(0.9911, 0.9746) (0.9914, 0.9753) (0.9922, 0.9762) (0.9915, 0.9740) (0.9915, 0.9719) 
 
Table 1 shows the data utility variation of the trajectory using Gaussian mechanism, 

which data utility increases as privacy budget increases. For personalized Gaussian 
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mechanism, Table 2 shows the data utility of the average location of the trajectory when 
privacy specification >=<Φ 0.1,5.1,0.1,5.0,0.1,0.2,1.0 . For example, the privacy preference is 

1.0=ε  for the first average location in trajectory dataset, and the privacy preference is 
0.2=ε  for the second average location. The privacy preference is 0.1=ε  for the third, fifth, 

and seventh average location, respectively. Table 2 demonstrates the data utility of the 
average location is different under different privacy preferences and the data utility of the 
average location is approximately equal under identical privacy preference. Similarity, data 
utility increases as privacy budget increases using personalized Gaussian mechanism. Data 
utility of the trajectory using individual Gaussian mechanism is shown Table 3. Because 
individual Gaussian mechanism is achieved based on local sensitivity, in contrast to Gaussian 
mechanism, the data utility is enhanced. 

 
Table 5. Data utility of the trajectory using adaptive Gaussian mechanism when expected data utility 

2.0=U  
Trajectory dataset 1.0,0 == εk  0.1,0 == εk  0.2,0 == εk  1.0,1 == εk  

Taxi ID 7 

(0.2239, 0.1579) (0.2641, 0.2550) (0.2152, 0.2268) (0.1687, 0.1723) 
(0.2219, 0.2183) (0.2448, 0.2139) (0.1689, 0.3243) (0.1862, 0.1074) 
(0.1051, 0.1932) (0.2305, 0.2313) (0.2779, 0.3499) (0.2162, 0.1415) 
(0.1684, 0.1709) (0.2343, 0.1733) (0.2862, 0.2544) (0.1754, 0.1466) 
(0.1741, 0.2278) (0.2089, 0.2065) (0.2932, 0.3186) (0.1493, 0.1932) 
(0.2893, 0.2038) (0.1885, 0.1757) (0.2050, 0.2795) (0.1894, 0.1771) 
(0.1802, 0.1241) (0.1882, 0.2207) (0.2895, 0.3117) (0.2176, 0.2608) 

0.1,1 == εk  0.2,1 == εk  1.0,2 == εk  0.1,2 == εk  0.2,2 == εk  
(0.2564, 0.1274) (0.1626, 0.1533) (0.2478, 0.1627) (0.1778, 0.1910) (0.1329, 0.1202) 
(0.1585, 0.1641) (0.1737, 0.2385) (0.1565, 0.2164) (0.1897, 0.2584) (0.1278, 0.1711) 
(0.2753, 0.2446) (0.1943, 0.1822) (0.1724, 0.1684) (0.1611, 0.1880) (0.1505, 0.0756) 
(0.2057, 0.1689) (0.1517, 0.2735) (0.2127, 0.2294) (0.1635, 0.1559) (0.1470, 0.1912) 
(0.2570, 0.1715) (0.1902, 0.2624) (0.1977, 0.1694) (0.2198, 0.2051) (0.1243, 0.1847) 
(0.1929, 0.2237) (0.1907, 0.1214) (0.1551, 0.1533) (0.2092, 0.1248) (0.1579, 0.1714) 
(0.1841, 0.2562) (0.3006, 0.1883) (0.2277, 0.2669) (0.1862, 0.1631) (0.2137, 0.1675) 

 
Table 6. Data utility of the trajectory using adaptive Gaussian mechanism when expected data utility 

5.0=U  
Trajectory dataset 1.0,0 == εk  0.1,0 == εk  0.2,0 == εk  1.0,1 == εk  

Taxi ID 7 

(0.4704, 0.5233) (0.4555, 0.5032) (0.5235, 0.5302) (0.5194, 0.5350) 
(0.5208, 0.5522) (0.4860, 0.4988) (0.5512, 0.5061) (0.5253, 0.4823) 
(0.4766, 0.5025) (0.4808, 0.4742) (0.5127, 0.5476) (0.5070, 0.5052) 
(0.5398,0.4722) (0.5162, 0.5571) (0.5260, 0.5267) (0.5360, 0.4984) 
(0.5107, 0.4923) (0.4787, 0.5128) (0.4872, 0.5141) (0.4988, 0.4749) 
(0.5000, 0.5586) (0.4876, 0.5341) (0.5053, 0.5602) (0.4893, 0.5039) 
(0.4638, 0.4792) (0.4887, 0.4827) (0.5236, 0.4780) (0.4927, 0.5376) 

0.1,1 == εk  0.2,1 == εk  1.0,2 == εk  0.1,2 == εk  0.2,2 == εk  
(0.4906, 0.4413) (0.5368, 0.5422) (0.4649, 0.4907) (0.4887, 0.4565) (0.4936, 0.4556) 
(0.4881, 0.5103) (0.5476, 0.4471) (0.4796, 0.5323) (0.4859, 0.4847) (0.4998, 0.4491) 
(0.4926, 0.4842) (0.4590, 0.4877) (0.4982, 0.5158) (0.4657, 0.4191) (0.4583, 0.4561) 
(0.5446, 0.4723) (0.5548, 0.5475) (0.5289, 0.4659) (0.4525, 0.4880) (0.4686, 0.5020) 
(0.4695, 0.4890) (0.5187, 0.5319) (0.4596, 0.5191) (0.4810, 0.5157) (0.4678, 0.4845) 
(0.4731, 0.5272) (0.5283, 0.4813) (0.5122, 0.4610) (0.5020, 0.4961) (0.4508, 0.4669) 
(0.4909, 0.5293) (0.5039, 0.4850) (0.4832, 0.4346) (0.4638, 0.4735) (0.4849, 0.4369) 
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Next, we observe the data utility variation of the trajectory using conditional filtering 
noise of Gaussian mechanism in Table 4. We find the data utility is approximately equal to 1 
for latitude and longitude, since the conditional filtering noise directly added to trajectory data. 
We also observe the data utility increases as privacy budget increases and k  decreases. 

Given the absolute value 8.0=E , 5.0=E , and 2.0=E  of relative error, so the 
expected data utility is 2.0=U , 5.0=U , and 8.0=U , respectively. In the Table 5, the 
expected data utility is approximately equal to 0.2. Table 6 shows that the expected data utility 
is approximately equal to 0.5. We observe that the expected data utility is approximately equal 
to 0.8 from Table 7. Therefore, the data utility of adaptive Gaussian mechanism approaches 
approximately to expected data utility as privacy budget increases and k  decreases. We can 
conclude that adaptive Gaussian mechanism can achieve the same approximate expected data 
utility for any privacy budget. 

We compare the properties of four Gauss mechanisms in Table 8. All Gaussian 
mechanisms satisfy privacy preserving monotonicity. We observe that Gaussian mechanism 
cannot achieve expected privacy and expected data utility. Personalized Gaussian mechanism 
can achieve expected privacy according to privacy preferences, but cannot achieve the 
expected data utility. Individual Gaussian mechanism can enhance data utility, but cannot 
achieve expected privacy and expected data utility. The adaptive Gaussian mechanism can get 
expected  privacy budget and expected data utility. 

 
Table 7. Data utility of the trajectory using adaptive Gaussian mechanism when expected data utility 

8.0=U  
Trajectory dataset 1.0,0 == εk  0.1,0 == εk  0.2,0 == εk  1.0,1 == εk  

Taxi ID 7 

(0.8170, 0.7904) (0.8056, 0.8050) (0.8168, 0.8065) (0.7968, 0.8011) 
(0.8117, 0.8038) (0.8100, 0.7940) (0.8190, 0.8204) (0.7877, 0.7941) 
(0.7994, 0.7972) (0.8177, 0.7983) (0.8151, 0.8069) (0.7813, 0.7974) 
(0.7985,0.8094) (0.8020, 0.7961) (0.8306, 0.7956) (0.8102, 0.8081) 
(0.8103, 0.7874) (0.7994, 0.7936) (0.7952, 0.8120) (0.7939, 0.8040) 
(0.7852, 0.8034) (0.8080, 0.8030) (0.8048, 0.8186) (0.8029, 0.8075) 
(0.7944, 0.8072) (0.8056, 0.7805) (0.8072, 0.8229) (0.7834, 0.7915) 

0.1,1 == εk  0.2,1 == εk  1.0,2 == εk  0.1,2 == εk  0.2,2 == εk  
(0.7831, 0.8093) (0.8022, 0.7967) (0.8098, 0.8042) (0.7833, 0.7953) (0.7928, 0.8031) 
(0.7839, 0.8001) (0.8114, 0.7895) (0.8195, 0.771) (0.7764, 0.7858) (0.7873, 0.7963) 
(0.8043, 0.8112) (0.8105, 0.8129) (0.8023, 0.7883) (0.7732, 0.7893) (0.7867, 0.7829) 
(0.8012, 0.7986) (0.8097, 0.7932) (0.8027, 0.8073) (0.7970, 0.7831) (0.7740, 0.7772) 
(0.7924, 0.8107) (0.7807, 0.8111) (0.7908, 0.7903) (0.7942, 0.8030) (0.8096, 0.7799) 
(0.7965, 0.7993) (0.8206, 0.7968) (0.8009, 0.8005) (0.7859, 0.8060) (0.7822, 0.7681) 
(0.7980, 0.7994) (0.8178, 0.7970) (0.8030, 0.7894) (0.8039, 0.7878) (0.8026, 0.7879) 

 
Table 8. Comparison of various Gaussian mechanisms 

Mechanisms Monotonicity Expected privacy  
budget 

Expected data  
utility 

Gaussian mechanism Yes No No 
Personalized Gaussian mechanism Yes Yes No 

Individual Gaussian mechanism Yes No No 
Adaptive Gaussian mechanism Yes Yes Yes 
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7. Conclusion 
Existing differential privacy mechanisms cannot achieve the expected data utility. According 
to definition of differential privacy, differential privacy budget is at most the logarithm of the 
ratio of the probability distribution of noise added to data query results. In this paper, based on 
the motivation of achieving expected data utility given any privacy budget, the adaptive 
Gaussian mechanism of achieving expected data utility is proposed by combining conditional 
filtering noise with expected data utility. This method can generalize to achieve adaptive 
Laplace mechanism, and it is good for massive datasets. The adaptive Gaussian mechanism 
can obtain the expected data utility of statistical analysis under the same privacy budget as 
Gaussian mechanism, personalized Gaussian mechanism, and individual Gaussian mechanism. 
In other words, adaptive Gaussian mechanism can achieve expected data utility for any 
privacy budget. The most important thing that the adaptive Gaussian mechanism is easy 
applied to engineering practice. In the future work, we will define better expected data utility 
metrics, and propose a general adaptive differential privacy framework based on these 
expected data utility metrics. Finally, general adaptive differential privacy mechanisms will be 
applied to the non-interactive and interactive scenarios. 
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