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Abstract 
This study evaluates the viewpoints of user focus incidents using microblog sentiment analysis, which has 
been actively researched in academia. Most existing works have adopted traditional supervised machine 
learning methods to analyze emotions in microblogs; however, these approaches may not be suitable in 
Chinese due to linguistic differences. This paper proposes a new microblog sentiment analysis method that 
mines associated microblog emotions based on a popular microblog through user-building combined with 
spectral clustering to analyze microblog content. Experimental results for a public microblog benchmark 
corpus show that the proposed method can improve identification accuracy and save manually labeled time 
compared to existing methods. 
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1. Introduction 

With the development of online social networks, people have begun to express their feelings, 
emotions, and attitudes online. Microblogs, such as Twitter and Sina Weibo, constitute a popular type 
of social networking platform. Thus, when an exciting event occurs, copious amounts of news and 
public opinions increase user data. The notion of how to mine useful data may provide implications for 
government officials and companies. Many methods have been proposed to mine big data from social 
media (e.g., microblogs), of which sentiment analysis (SA) is a popular approach. 

SA is also referred to as view mining, a means of mining people’s feelings and attitudes from texts. SA 
is divided into three levels: document-level [1], sentence-level [2], and aspect-level [3]. Medhat et al. [4] 
noted that document-level SA aims to classify an opinion document as expressing either a positive or 
negative opinion or sentiment. The level considers the whole document a basic information unit (i.e., 
addressing one topic). Sentence-level SA aims to classify the sentiment expressed in each sentence. The 
first step is to identify whether the sentence is subjective or objective; if it is subjective, then sentence-
level SA will determine whether the sentence expresses a positive or negative opinion. Aspect-level SA 
seeks to classify sentiment with respect to the specific aspects of entities. The first step is to identify the 
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entities and their aspects. Opinion holders can offer different opinions regarding various aspects of the 
same entity. Because social media texts possess common characteristics, such as limited length and 
informal expression, SA can be challenging. Existing SA methods tend to use supervised machine 
learning (ML) to train the data, after which an identification model is constructed to identify sentiment 
data; however, these often rely on manual labels marked in advance. To improve the performance of 
microblog sentiment identification tasks, the present authors adopt a SA method based on semi-
supervised spectral clustering to analyze and identify microblog emotion text. The proposed method 
only requires a few artificial labels, thus reducing the workload and improving the efficiency of SA. 

The rest of this paper is organized as follows. Section 2 discusses related work on SA. Section 3 proposes 
spectral clustering SA models. Section 4 introduces the evaluation metric. Experimental results are 
provided in Section 5. Finally, conclusions and future work are presented in Section 6. 

 
 

2. Related Work 

Because ML methods are unlikely to be affected by dictionary size and updates, an increasing number 
of researchers focusing on SA have turned to such methods to classify sentiment in texts. Pang et al. [5] 
introduced ML methods in sentiment classification and adopted a naive Bayes classification, maximum 
entropy classification, and support vector machines (SVMs) to classify a movie-review corpus. 
Paltoglou and Thelwall [6] studied document representations with SA using term weighting functions 
adopted from information retrieval and adapted to classification. The proposed weighting schemes were 
tested with several publicly available datasets, many of which repeatedly demonstrated significant 
increases in accuracy using these schemes compared to other state-of-the-art approaches. Jin et al. [7] 
proposed a novel and robust ML system for opinion mining and extraction. Xu et al. [8] used a naive 
Bayes and maximum entropy model to mine Chinese web news and complete automatic classification 
of emotion-related content, combining a special microblog dictionary with a traditional emotional 
dictionary. However, ML applications are limited given the need for a correctly labeled corpus as a basis 
for training and learning. When the difference between the object sample and the training sample is 
large, results are inadequate. Yin, Pei, et al. [9] mainly focused on improving sentiment classification in 
Chinese online reviews by analyzing and improving each step in supervised ML. The experimental 
results indicated that part of speech, number of features, evaluation domain, feature extraction 
algorithm, and SVM kernel function exerted great influences on sentiment classification, whereas the 
number of training corpora had little impact. Da Silva et al. [10] proposed an integrated classifier to 
analyze Twitter emotion by integrated naive Bayes, SVM, random forest, and logistic regression 
approaches; experimental results showed that the ensemble classifier could improve emotional 
classification accuracy. Zhang et al. [11] suggested a new SA method that combined text and image 
information using the similarity neighbor classification model to classify emotions and effectively 
improve classification accuracy. Jiang et al. [12] put forth an improved SA model constructed to 
manage more unlabeled data, establish emotional space, and effectively grab emotional keywords in SA 
to improve efficiency. Barborsa and Feng [13] presented an effective and robust sentiment detection 
approach for Twitter messages, using biased and noisy labels as input to build the models. Pang et al. 
[14] used emotional words and emoticons to filter non-marked microblogging corpus, constructed the 
corpus, and then trained the resultant automatic annotation corpus as a training set to build a classifier 
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for microblog emotion-related text and classify emotional polarity in microblogging text. Liu et al. [15] 
constructed dictionaries of sentiment words, internet slang, and emoticons, respectively, and then 
implemented SA algorithms based on phrase paths and multiple characteristics of emotional tendency 
in microblog topics. Using microblog forwarding, comments, sharing, and similar behaviors, this 
algorithm could be optimized in the future based on multiple characteristics. Go et al. [16] used Twitter 
to collect training data and perform a sentiment search to construct corpora by using emoticons to 
obtain positive and negative samples followed by the application of various classifiers; however, this 
method demonstrated poor performance across three classes (i.e., negative, positive, and neutral). Liu et 
al. [17] presented a novel model called the emoticon-smoothed language model to address this issue. 
The basic idea is to train a language model based on manually labeled data and then use noisy emoticon 
data for smoothing. Che et al. [18] applied a discriminative conditional random field model with special 
features to compress sentiment sentences automatically; experimental results highlighted the effectiveness 
of the feature sets used for sentiment sentence compression (Sent_Comp) and the effectiveness of the 
Sent_Comp model applied in aspect-based sentiment analysis. Jiang et al. [2] incorporated target-
dependent features and took related tweets into consideration. Dong et al. [19] proposed a set-similarity 
joint-based semi-supervised approach, which joined nodes in unconnected sub-graphs by cutting the flow 
graph with the Ford-Fulkerson algorithm into positive and negative sets to correct incorrect polarities 
predicted by min-cut-based semi-supervised methods. Although text-based SA has achieved notable 
success to this point, SA in Chinese texts still suffers from unresolved problems. 

 
 

3. Spectral Clustering SA Model 

Traditional research on SA methods generally focus on supervised ML methods. This section 
introduces a new semi-supervised SA method based on spectral clustering to construct a clustering 
model. Spectral clustering is a clustering method based on graph theory, which makes use of the 
spectrum (i.e., eigenvalues) of the similarity matrix of data to perform dimensionality reduction before 
clustering on fewer dimensions. The similarity matrix is provided as an input and consists of a 
quantitative assessment of the relative similarity of each pair of points in the dataset. 

 

 
Fig. 1. Spectral clustering sentiment analysis model. 
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Fig. 1 illustrates that the model is a traditional semi-supervised ML approach that differs from other 
semi-supervised methods and adopts spectral clustering to improve the cluster results. The classifier 
adopts sentiment sentence classifier-based maximum entropy [12]. The analysis procedure is as follows. 
First, training data are used as classifier input to train the maximum entropy classifier. Next, spectral 
clustering with k-means is employed to improve the classifier and incorporate test data into the 
classifier. Finally, output data is obtained as a labeled sentence. This section mainly focuses on the 
spectral cluster method and related information. 

 
3.1 Graph Partition 
 

A graph partition is defined as data represented in the form of a graph G=(V,E), with V vertices and E 
edges, such that it is possible to partition G into smaller components with specific properties. For 
instance, a k-way partition divides the vertex set into k smaller components. A good partition is defined 
as one in which the number of edges running between separate components is small. Therefore, the size 
of a sub-graph is nearly sufficient, and the weight of the cutting edge reaches the minimum. A graph 
partition can be considered a constrained optimization problem involving how to divide each point into 
a sub-graph. Unfortunately, when choosing a variety of objective functions, the optimization problem is 
often NP-hard. A relaxation method can be helpful in solving this problem, especially in transforming a 
combinatorial optimization problem into a numerical optimization problem that can then be solved in 
polynomial time before finally being restored by a threshold when restoring the division. A similar 
method to k-means may also apply with instructions. The related definition is as follows: 

Given an undirected distance graph G(V,E), let G be a graph with V vertices and E edges. If an edge 
belongs to a sub-picture, then two vertices of the edge are included in the sub-graph. Assume two 
different endpoints exist from edge E, where the weight of E is denoted as wi,j. For an undirected graph, 
wi,j = wj,i  and wi,j = 0. The graph partition method is referred to as cut, defined as all end points not 
existing on the same side of the sub-sum of the weights and the figure (i.e., a loss of function of the 
partition plan, which is intended to be as small as possible). This paper takes an undirected graph as an 
example; assume the original undirected graph G, which is divided into G1 and G2, is denoted as 
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where D is the diagonal matrix. Diagonal elements are defined as follows: 

, ,
1

n

i i i j
j

D w


                                                                           (3) 

where W is a weight matrix, because wi,j = wj,i ,and wi,j = 0. L is a Laplacian matrix, defined as L=D-W. 
From there, we obtain the following: 

                              2
,

1 1

1 ( )
2

n n
T

i j i j
i j

q Lq w q q
 

                                                               (4) 

If the gravity ownership is non-negative, then qTLq ≥ 0, indicating the Laplacian matrix is a semi-
positive definite matrix. When no connectivity exists, the eigenvalues of L are 0 and the corresponding 
feature vectors are [1, 1, ..., 1]T. Hence, if an undirected graph G is partitioned into two sub-diagrams, 
then one is itself, the other is empty, and the cut is 0. Thus, we obtain the following Eq. (5): 

                              
2

1 2
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( )

Tq Lqcut G G
c c




                                                               (5) 

Eq. (5) indicates that the minimization cut partition problem is converted to a minimization 
quadratic function qTLq; that is, it is a problem from seeking the relaxation of discrete values into 
continuous real values. The Laplacian matrix can better represent a graph; any such matrix corresponds 
to an undirected graph of non-negative weights, and the Laplacian matrix should meet the following 
conditions: 

1. L is a symmetric, positive, semi-definite matrix to ensure that all eigenvalues are greater than or 
equal to 0; 

2. The matrix L has a unique characteristic value of 0 and corresponding feature vectors of 
[1,1,...,1], reflecting a graph partition: A sub-graph contains all the endpoints of the graph, and 
another sub-graph is empty. 

 
3.2 Partition Method 
 

Several methods are available for graph partitioning, including minimum cut, ratio cut, and 
normalized cut; this paper uses the normalized cut method, which measures the sub-graph according to 
each degree sum of the endpoint from the sub-graph. Let d1 be the degree sum of G1, defined as 

1

1 i
i G
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                                                                              (6) 

Let d2 be the degree sum of G2, defined as 
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Then, the objective function is 
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However, relaxation of the original problem is based on the following: 
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The generalized Rayleigh quotient is expressed as 
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The problem can be converted to obtain the eigenvalues and eigenvectors in the features system: 
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In Eq. (12), Lq = λDq has the same eigenvalues as L'q'= λq', and a relationship exists between the 
feature vectors corresponding to the eigenvalues q'= D½q. Therefore, after the eigenvalues and 
eigenvectors are obtained in Eq. (12), each feature vector D-(1/2) can be multiplied. Then, the eigenvectors 
for Lq = λDq are got.L' = D-(1/2) LD-(1/2) constitute a normalized Laplacian matrix. 

 

3.3 Spectral Cluster Method (SASC) Algorithm 
 

This paper proposes an SASC. To mine sentiment sentences, nodes are considered sentences. Sentiment 
sentence features are sentiment patterns. A maximum entropy [12]-based sentiment sentence classifier is 
used to predict primary polarities. Then, a flow graph of sentences can be constructed using these 
candidate sentences. The proposed method (a normalized spectral clustering algorithm) is described as 
follows: 

 
Algorithm Input: a sample matrix S and a similar number of classes to be clustered k. 
Algorithm Output: O. 

Step 1: Establish the right weight matrix W based on the matrix S and triangular matrix D; 
Step 2: Establish Laplacian matrix L; 
Step 3: Use maximum entropy to predict the primary polarities, ME(L); 
Step 4: Compute k eigenvalues and the corresponding eigenvectors of Matrix L, the minimum of 

the eigen values must be 0, and the corresponding feature vector is [1, 1, ..., 1]T ; 
Step 5: Considering k feature vectors as a new matrix, the number of rows is the number of 

samples, and the number of columns is k; Dimensionality reduction is done from N to k; 
Step 6: Use k-means clustering algorithm to obtain the k cluster. 
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Step 7: Compare unlabeled sentence with labeled sentence by maximum entropy; if equal, add the 
unlabeled sentence into the labeled sentence that is the same as ME(L). 

Step 8: Output labeled sentence. 
 

Algorithm 1: SASC algorithm 
Input: S, k; 
Output: O; 
1 Begin 
2   for 1 to k do 
3    construct weight matrix W; 
4       construct triangular matrix D; 
5       establish Laplacian matrix L; 
6       O’=ME(L); 
7   obtain eigenvectors and eigenvalues; 
8        k=k+1; 
9        while k!=0 do 
10     if L’ eigenvalues!=null then 
11     Lnew=Lk; 
12     out=kmeans(k); 
13   if O’=out then 
14     O=O’; 
15   else 
16    return error; 
17  return O; 
18 End 

 
As shown in Algorithm 1, the SASC algorithm uses maximum entropy to construct the classifier and 

label the sample data. Nigam et al. [20] pointed out that the maximum entropy method performs better 
than naive Bayes. In addition, the SASC algorithm introduces spectral clustering to cluster microblog 
sentiment data. Thus, a small amount of labeled data and large amount of unlabeled data apply. When 
using k-means to compare the cluster with the labeled data, the cluster data will be labeled if 
requirements are met. The SASC algorithm can reduce sample data to train the classifier and improve 
identification efficiency. 

 
 

4. Performance Analysis 

4.1 Evaluation for Sentiment Sentence Extraction  
 

This paper employs the routine evaluation standard to verify the effectiveness of the proposed 
algorithm. The following three evaluation criteria apply: 

TP (true positive): The sentiment sentence S is correctly classified as S, which is a correct 
classification result; 

FP (false positive): The sentiment sentence outside S is misclassified as S; FPs will produce false 
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warnings for the classification system; 
FN (false negative): The flows in S are misclassified as belonging to some other category; FNs will 

result in a loss of identification accuracy. 
 
Calculation methods are as follows: 
Precision: The percentage of samples classified as S that are truly in class S: 

                                           TPPrecision
TP FP




                                                                  (13) 

Recall: The percentage of samples in class S that are correctly classified as S: 

                                             TPRecall
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                                                                    (14) 

Overall accuracy: The percentage of correctly classified samples: 
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4.2 Evaluation for Correction Decision of Sentiment Sentence  
 

Accuracy, recall, and precision values serve as evaluation criteria related to both positive and negative 
tendencies to judge the effect of emotion key sentence judgment. Table 1 shows the label mark of the 
database, where A and C respectively refer to the number of positively and negatively labeled sentences. 
B and D respectively refer to the number of positive and negative sentences for real results. Several 
metrics are calculated as follows: 

Po-Precision: Precision of positive sentences as expressed by 

A B
Po Precision

A
                                                               (16) 

Po-Recall: Recall of positive sentences as expressed by 

                                       A B
Ne Recall

B
                                                                   (17) 

Ne-Precision: Precision of negative sentences as expressed by 

                                         C D
Ne Precision

C
                                                             (18) 

Ne-Recall: Recall of negative sentences as expressed by 
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                                       C D
Ne Recall

D
                                                                      (19) 

Overall accuracy: The percentage of correctly classified samples:  

                              ( ) ( )
( ) ( )
A B C D

Overallaccuracy
A C B D


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 
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Table 1. Label mark of dataset 
 Label mark Real result 

Positive sentence A B 

Negative sentence C D 
 

 

5. Experiment Results and Analysis 

5.1 Chinese Opinion Analysis Evaluation (COAE) Dataset 
 

This study used standard data from the COAE2013 dataset and label data from the COAE2014 
dataset, which randomly selected 6,000 annotated sentences as training data from COAE2014; the 
remaining 5,000 served as test data. The corpus was training, and 1,230 positive sentiment sentences 
from microblogs were marked along with 1,350 negative sentiment sentences and 3,420 neutral 
sentiment sentences. In addition, 1,500 samples with sentiment were selected from the standard 
COAE2013 by annotation processing for a total training corpus from microblog of 7,500 sentences. The 
dataset was then divided into 10 parts. 

 
5.2 Sentence Extraction Results 
 

Precision (average precision), recall (average recall), and overall accuracy (average total accuracy) 
were used to evaluate the performance results of the 10-part dataset. The SASC spectral clustering 
algorithm is proposed and compared with the p1 method suggested by Jiang et al. [12] and the p2 
approach put forth by Dong et al. [19]. Fig. 2 indicates that the average accuracy rate, average precision, 
and average recall were significantly higher in the proposed method than the other two methods; the 
spectral clustering model greatly reduced the time complexity, which reached an applied level. When 
the unlabeled dataset was larger, the other two methods did not consider optimization for the semi-
supervised method, whereas the proposed method included an optimization mechanism in the semi-
supervised method. 

 
5.3 Sentence Assessment Results  
 

Figs. 3 and 4 demonstrate that the SASC approach was the best method. A positive sentence and 
negative sentence were chosen to experimentally evaluate the performance of the algorithm. The COAE 
dataset was used as input data with a comparison to the aforementioned p1 and p2 methods. The 
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dataset was split into 10 parts, denoted as Experiment 1, …, 10. Let Experiment no be en, in the task; en 
varies as 1, 2, 3, 4, 5, 6, 7, 8, 9, and 10. The proposed method obtained 68% precision and 52% recall for 
the positive sentence in Experiment 8 and 69% precision and 51% recall for the negative sentence in 
Experiment 3. The SASC algorithm thus achieved higher precision and recall than p1 and p2 with 
different experimental data. Fig. 5 shows the overall accuracy of the SASC method to be higher 
compared to the other methods; in fact, the proposed approach outperformed all baseline methods 
because spectral clustering optimizes the k value selection of the k-means method to obtain more 
accurate cluster results. The overall accuracy of the SASC method was also more even, suggesting that 
the proposed method is more stable than others. 

 

 
Fig. 2. Performance evaluation of sentence extraction. 

 

(a) (b)
Fig. 3.  Performance evaluation in positive sentence assessment. (a) Po-precision in positive sentence 
and (b) Po-recall in positive sentence. 
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(a) (b) 
Fig. 4. Performance evaluation in negative sentence assessment. (a) Ne-precision in negative sentence 
and (b) Ne-recall in negative sentence. 

 

 
Fig. 5. Overall accuracy in sentence assessment. 

 
 

6. Conclusions 

To improve the accuracy of sentiment classification and solve the problem of SA on the Chinese 
website Weibo, this paper presents a SA model based on spectral clustering in semi-supervised ML. An 
optimal solution can be found through the iteration process. Experimental results show that the 
proposed algorithm can improve identification accuracy in Chinese microblogs without increasing the 
network complexity of SA. The performance of the proposed algorithm approximated that of the 
current traditional manual annotation algorithm. Even so, research on ML methods in SA warrants 
further exploration to address unresolved issues. For example, due to excessive parameters, the number 
of neural network models is prone to over-fitting when the model is trained. Future work will focus on 
reducing the complexity of structural models to identify a more suitable ML algorithm for SA. 
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