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Abstract

Trust management is one of the most challenging issues for the highly heterogeneous Internet
of Things (10T). In the context of the 10T, it is difficult to evaluate the node’s trustworthiness
in the same trust model when a node provides different services. Guaranteeing the availability
of the trust management service is another significant challenge because of the dynamic nature
of 10T environments. With these issues in mind, this paper propose a robust and adaptive trust
management system for the 10T that is able to measure the trustworthiness of nodes based on
feedbacks collected from participants in a specific context and ensure the availability of trust
management services. The main contributions of our system are: 1) Proposing a partly
decentralized trust management framework, which improves the resiliency of the trust
mechanism; 2) Proposing an adaptive trust evaluation scheme and a three-dimensional context
representation makes trust evaluation more accurate and specific; 3) Enhancing the adaptive
trust evaluation scheme by incorporating a bad behavior factor in trust estimation, which
efficiently distinguishes misleading feedbacks from On-Off attacks. Simulation results show
the good performance of the proposed system and especially show effectiveness against
On-Off attacks compared to other trust mechanisms.
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1. Introduction

There are a large number of smart sensor nodes in the Internet of Things (IoT), which

provide information and application services to end users through communication network
protocols and unique addressing schemes [1]. These sensor nodes in loT often are
resource-constrained nodes, so they have a greater need to collaborate with one another for
providing advanced service and applications. For example, the car driver wants to know about
the situations of roads towards her destination. Thus, the sensors installed in her car will
request a collaborative task with other sensors met along the road. However, building the
collaborative task may make nodes exposed to certain types of malicious attacks. Thus,
constrained 0T nodes have a greater need to collaborate with one another in order to establish
secure communications or to resolve coverage and packet delivery problems. For these
reasons, some techniques are being proposed for many networking services in the field of
modern wireless communications. Examples of such technologies are presented in [18-22].

To best satisfy the collaborative service requester and maximize application performance,
it is crucial to develop a trust service platform to evaluate the trust between nodes in 10T. Trust
has been defined and considered from different perspectives based on multi-trust metrics [2].
The basic idea of trust management is to establish trust between two individual nodes. Trust
management is a mechanism that also allows identifying malicious, selfish, and compromised
nodes. Much research [1] has been done to deal with trust management issues in IoT
environments.

Yet, most of these trust management method don’t focus on investigating the multiservice
characteristic of 10T [6]. In 10T environments the smart nodes can provide different types of
services by using their different resources. In the context of the IoT, it is difficult to evaluate
the node’s trustworthiness in the same trust model when a node provides different services.

In addition, guaranteeing the availability of the trust management service is another
significant challenge because heterogeneous sensor nodes in the 10T are vulnerable to attacks,
and distributed in different communities. Hence, nodes may lack the motivation to provide
reliable trust feedbacks; instead, malicious ones may intentionally give misleading feedbacks
to specific victims in order to fake their decisions. Until now, huge amount of work about trust
mainly focused on defining and evaluating the trust relationships among nodes and proposing
the trusted frameworks and algorithms; rather than the development of a robust model for
ensuring the availability of trust management service.

With these issues in mind, this paper aims at developing a robust trust management system
that evaluates the trust between two nodes and ensures the availability of trust management
service in 10T environments. In particular, we distinguish the following key issues of the trust
management in loT:

Context-aware and multiservice approach: In a multiservice 10T, nodes can provide
different cooperative services. Nodes can have dynamic interactions with other nodes, which
may involve different cooperative services. Each cooperative service has nodes’ resource
consumption related to a different cost. Undoubtedly, a trust management for the 10T should
consider a multiservice approach, where trust is context sensitive. The trust evaluation is based
on how well the entity will behave for providing certain service in a specific context.

Collaborative Services Protection: It is not unusual that one collaborative service
experiences internal attacks from its partners. When collaboration happens, a malicious
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partner can easily launch an internal attack by giving multiple misleading feedbacks (i.e.,
collusion attacks) or by behaving well and badly alternatively (i.e., On-Off attacks) [14].
Indeed, the detection of such malicious behaviors poses several challenges. Firstly, new nodes
join and old ones leave 10T environment at any time. The mobility of the nodes makes the
detection of malicious behaviors (e.g., feedback collusion) a significant challenge. Secondly,
on-off attacking nodes behave well and badly alternatively. The on-off attacking behavior is
similar to the behavior of a malfunctioning node. So it is difficult to distinguish the on-off
attacking nodes from the malfunctioning nodes.

Trust Management Service’s Availability: A trust management service can provide
effective trust management to measure the trustworthiness of node from its past behaviors
when it is selected as a partner. However, guaranteeing the availability of trust management
system is a difficult problem due to the characteristics of heterogeneity and multiservice in loT
environments. The approaches satisfying the specific requirements of 10T are appropriate in
IoT environments. Trust management system should be adaptive and flexible in loT
environments.

Therefore, we propose a novel trust management system for the 10T that is able to measure
the trustworthiness of nodes based on feedbacks collected from participants in a specific
context and ensure the availability of trust management services. Depending on the system, a
requesting node can select the best partners to provide collaborative service. Our system
exploits techniques to ensure the availability of trust management service. The main
contributions of our system are:

An adaptive System. Providing dynamic trust evaluation for certain node is an important
requirement to the trust management service. Therefore, we propose an adaptive trust
evaluation scheme, where several contextual metrics make trust evaluation more accurate and
specific. Unlike previous work such as [14, 15], we choose the service, capability and
community interest as the main contextual metrics to evaluate the trustworthiness of nodes in
the different contexts. In addition, we also measure context similarity investigated in [14], but
our method is a three dimensional context representation instead of a two dimensional
representation.

A Robust System. It is difficult to identify the truly malicious nodes in the context of the
IoT. Sometimes a benevolent node might behave bad temporarily because of unexpected
accidents. For example, a node might temporarily unable to provide assistance to their peers
due to exhaustion of their resource capabilities. In the above circumstance, a malfunctioning
node is often qualified as malicious node. In order to solve the problem, we further enhance
our proposed adaptive trust evaluation scheme by incorporating a bad behavior factor. Our
method efficiently distinguishes misleading feedbacks from On-Off attacks.

An Availability System. The trust management service in 10T environments has high
availability requirement. The trust information computed in a full decentralized approach
would result in communication overhead and consuming the limited resource of sensor nodes.
Though a centralized server can solve the problem of communication overhead, it has the
shortcoming of single point of failure. If the server is controlled by malicious nodes, the entire
trust management system will collapse. We combine the advantages of centralized and
distributed approaches and propose a partly decentralized trust management framework,
where several power nodes covering different communities of 10T are spread to handle trust
computational load in a decentralized way.

This paper is organized as follows. Section 2 describes related work. Section 3 discusses the
proposed partly decentralized trust management framework. Section 4 presents the proposed
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adaptive trust evaluation scheme. Section 5 describes the test scenario and simulation results.
Finally, we conclude with a summary of our results and directions for new research in Section
6.

2. Trust Management for the Internet of Things

In the literature, many trust management frameworks and methods are proposed in order to
solve trust issues in 10T environments.

Basically, the basic idea of trust management mechanisms is to measure, build and manage
the trust relationships between smart objects in 10T environments. There exits four design
dimensions of the trust computation techniques in [7]: trust composition, trust propagation,
trust aggregation and trust update. The advantages and shortcomings of each dimension's
options are analyzed. The authors also show the effectiveness of trust computation techniques
in terms of resisting malicious attacks. Table 1 shows the recently work about trust
management for the Internet of Things.

Table 1. Recently work about trust management for the Internet of Things

Trust management Management shortcoming
model or method framework

[4] centralized Not indentifying malfunctioning nodes

[5] decentralized Not indentifying malfunctioning nodes

[6] Centralized Using ontology in the method isn't a
suitable solution

[9] decentralized Not taking into account the characteristic

of resource limited nodes
[10] decentralized Not indentifying malfunctioning nodes
[11-12] centralized Encouraging to send dishonest trust

recommendations

[15] centralized Not a lightweight mechanism

A group-based and collaborative method [4] is proposed in order to ensure the security of
RFID systems in 10T environments. The proposed method focuses on offering adaptability
and scalability to support the application of RFID systems. In addition, it also detects
incorporated malware to provide an extra protection. The simulation results show that the
method has better efficiency than other protocols.

The authors in [10, 11] study the different metrics including its collaboration to offer a
recommendation in a trust management system, and discuss the service collaboration problem.
Yet, there are some disadvantages in the method. For example, a node may be encouraged to
send dishonest trust recommendations in order to getting a high trust value.

In [9], the proposed trust management methods in 10T are evaluated based on three
parameters including trust management protocol, scalable solutions and context-aware
assessment. The paper comprehensively analyzes these methods from the three perspectives.
The results show that it is a future research direction to build a scalable and context-aware trust
management system in 10T environments.

The work in [2] is a very recently work on trust management in 10T environments. A
trusted service platform is established, which provides trust evaluation based on three trust
metrics. These metrics include Reputation, Recommendation, and Knowledge. The idea of the
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proposed method comes from modeling human trust relationship. However, using ontology in
the method isn't a suitable solution due to the characteristic of limited resource of sensor nodes.
Moreover, the authors don't explain how their protocol can face trust related attacks and don't
propose solution to ensure the scalability of the 10T network.

The work in [8] presents a trust model, where a reputation score is related to the object and
stored in its own database. The reputation score is managed by a server. This model uses a
punishment way to decrease the malicious behaviors of nodes. However, the main
shortcoming is that the characteristic of resource limited nodes are not taken into account in
the method.

The work presented in [5, 14] considers a context-aware and multiservice approach for loT.
The trust in [10] is computed in a centralized trust manager. The simulation experiments are
done under different attack environments. Compared with [14], the authors [5] propose a
distributed trust management scheme, which assigns different scores to the collaborative
nodes and the malicious nodes. The proposed scheme is evaluated under on-off attacks. We
also consider that a multiservice scenario is prevalent in oT. Our proposed scheme is inspired
by [5, 14], but we use a partly decentralized approach instead of a full distributed strategy or a
centralized approach.

In the literature, trust management issues have long been investigated in Mobile Ad hoc
Networks (MANETS) and Wireless sensor networks (WSNS). Yet, the proposed approaches
lack flexibility and adaptability to both the specific requirements of 10T and all these trust
management schemes don’t deeply investigate how to identify truly malicious nodes from
malfunctioning nodes. Specifically, it is difficult to differentiate between the malfunctioning
nodes and the on-off attacking nodes [12, 13]. The behavior of a malfunctioning node can be
similar to behavior of an on-off attacking node. An example is where a node always reports
correct feedback data but might sometimes also reports incorrect feedback data due to a
computation error. Thus, the malfunctioning node is qualified as malicious. In addition, a
malicious node might keep good behaviors in ordinary situations; but make bad behaviors in
important circumstances such as a large scale trade et al., so it is hard to be found.

Based on new loT requirements and identified shortcomings of the related work,we
propose a partly decentralized trust management framework for the loT that is able to induce
from nodes past behaviours in distinct cooperative services how much trust can be put into a
node for accomplishing a required task. Eventually, only the best partners with respect to a
sought cooperative service are proposed to a requesting node. In this work, we further enhance
our proposed adaptive trust evaluation scheme by incorporating a bad behavior factor in order
to efficiently distinguish misleading feedbacks from On-Off attacks.

3. The Partly Decentralized Trust Management Framework

The main aim of the proposed solution is to design an available trust management system
which manages cooperation in a heterogeneous IoT architecture involving nodes who provide
different service. The way of trust management framework such as centralized or
decentralized way should be considered carefully before designing such a trust management
system. A full decentralized trust management system would bring the problem of
communication overhead. Also the resource limited nodes haven’t enough memory to store
the trust information. In 10T scenarios, most nodes are limited resource sensor nodes which
have limited computing power, memory, radio range and battery. In a centralized strategy, the
system usually used a trust management server to solve the problem of communication load.
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Yet it has the shortcoming of single point of failure. We combine the advantages of centralized
and distributed approaches in the paper. Thus, the proposed system is a partly decentralized
trust management framework based on feedbacks collected from participants. In particular, the
trust management system spread several power nodes managing feedback given by nodes
handle trust computational load in a decentralized way. The power nodes expose interfaces to
sensor nodes, so that sensor nodes can give their feedbacks or inquire the trust results. Fig. 1
depicts the framework, which consists of two different layers, namely the IoT Node Layer and
the Trust Management Service Layer.

Trust Management Service

Layer Send collaboration
feedback about the offered
service received from Collaboration Service
each assisting node Ecoding/Decoding

Services Content Delivery

Services
vorp PPT Dispatch

Services Services

Trust interaction in a distributed
way between power nodes

£ powernode Powernode _

™~ x
Pawng \ ’/4 \ |

Power node |

Power node |
perform its planned

collaborative service

Return a set of trustworthy

assisting nodes 7;

Trust interaction in a

_ __ cenfralized way _ _

between power node
and sensor node

| w % %l
s8al 828 549 50
o@g fa Y@ Ja

IoT Node Layer
Fig. 1. Architecture of partly decentralized trust management framework

Send a service request
of asking for assistance

The Trust Management Service Layer. This layer consists of several distributed power
nodes, which are hosted in different loT communities because the sensor nodes in similar
communities likely collaborate with each other for completing a collaborative task. These
power nodes communicate with each other in a full distributed way. The sensor nodes send
trust feedback and inquiry trust value with power node of their own community in a
centralized way. Upon receiving a collaboration request from node of its own community, the
power node would start the partner selection process and return some trusted assisting nodes to
the requester. Interactions for this layer include: 1) receiving collaboration request which
come from node of its own community; 2) selecting and returning the potential candidates to
the requester with an adaptive trust evaluation scheme; 3) updating the trust of assisting nodes
and storing their trust information.

The 10T Node Layer. This layer consists of resource limited nodes. In the layer, these
resource limited nodes would collaborate with others in order to finish a common goal.
Interactions for this layer include: 1) sending a collaboration request to the power node of its
own community; 2) giving collaborative feedbacks to the power node.

The different phases of partly decentralized trust management framework are presented in
the following:
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Initialization phase: All nodes are grouped into different community based on community
interest [3]. At the beginning, there isn’t any feedback information. In order to solve the
problem, a few collaboration tasks are assumed between some nodes, then the feedback
information from requesting nodes are stored in power nodes and used as trust evaluation
evidence.

Partner selection phase: the phase is similar to [15], where a resource-limited node will
send a collaboration request to its power node. Upon receiving the collaboration request, the
system goes into the partner selection process and returns some trusted assisting nodes to the
requester. It is crucial to develop a mechanism that helps determine the optimal number of
power nodes because more nodes residing at various communities means higher overhead
(e.g., cost and resource consumption) while lower number of nodes means less availability. In

the paper, we use the workload threshold e, (N ;) that can automatically adjust the number of

power nodes based on the power workload factor. The power workload for a particular power
node is presented asP(N ). It is calculated as the mean of the Euclidean distance (i.e., to

measure the distance between a particular power node workload and the mean of the workload
of all power nodes) and the power node workload (i.e., the percentage of trust feedbacks
handled by this node) as follows:

P(an)%*(\/(

Y(Np) _ y(meany,),, = 7(Ny)

y@ll,)  y(@ll) 7(a“pn))

1)
where the first part of the equation represents the Euclidean distance between the workload of
node N, and the average workload of all nodes where y(mean, ) denotes the mean of
feedbacks handled by all nodes. The second part of the equation represents the ratio of
feedbacks handled by a particular node over (N ) the total number of feedbacks handled by
all nodes y(all,,) . Each node hosting a power node instance reports its power workload. The

number of power nodes Number is adjusted as follows:
Number,, +1 if P(N ) >€,(N )
Number,, = or Number,, <1 2

Number,,  otherwise

Trust updating phase: Once the requester gives the interaction feedbacks to the power node,
the system would update the trust of the assisting nodes. Finally, the system stores the trust
information of assisting nodes.

4. Adaptive Trust Computing Scheme

In this paper we propose an adaptive trust evaluation scheme for social 10T systems. The
adaptive trust evaluation scheme can dynamically evaluate the trust of node in different
contexts. There exists a wealth of trust metrics available in 10T systems, but we choose service,
capability and community interest as the main metrics due to the features of 10T architecture.
In the scheme, a three-dimensional context representation makes trust evaluation more
accurate and specific. Fig. 2 shows the details of three-dimensional context representation.
X-axis, Y-axis and Z-axis denotes service, capabilities and community interest, respectively.
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the three-dimensional context model measures context similarity between the previous
collaboration service and the present requested collaboration service.

4.1. Adaptive Trust Evaluation

The service trust property represents the circumstances of executed service. It can be used to
discriminate the interactions and consider trusted a node only for a certain type of service. We
select service as a trust property because a trusted node for a particular collaboration task may
not be reliable for other collaboration tasks in an IoT system. It is indeed important to know in
which scenario the interaction feedback has been obtained in an IoT application. A node
depends on the execution time and the status of the measured node to evaluate the service trust
property of another node.

The capability trust property represents the resource amounts of candidate node that is
needed to provide a collaboration service. When the node provides assistance for different
collaboration service, resource-demanding requirements should be differentiated. The
resource-demanding of a node is different for a large scale trade and an ordinary scale trade.
Node capabilities may be measured from a multifaceted perspective such as processing power,
memory and energy level. In the paper, energy consumption is used to quantify node
capabilities.

Generally, the community interest is related to social relationship of node (e.g. co-location
or co-work relationships [3]). Nodes are in the same social communities likely have similar
community interest. Therefore, two nodes with similar community interest trust have high
probability of collaborating with each other, and thus can bring a better service performance.

The trust of a node is calculated by the weighted sum of the interaction feedback value
received. The interaction experience value is issued by a node for the collaboration service

provided by the assisting node. We refer to the interaction feedback EE’, i.e., the node k
J

towards node j, where m= service, capability and community interest. The value can be
expressed in a binary way ( Ekrjn €[4,0], i.e., where 1 indicates complete trust, and O distrust).

The most important interaction feedbacks are those that come from the same context with
requesting collaboration service of node i. So the system would only collect the interaction
feedbacks about node j from those that have similarity of service, capabilities and community
interest with requesting collaboration service. We would measure context similarity between
the previous collaboration service and the present requested collaboration service. Fig. 2
shows the interaction feedback history of node j. X-axis, Y-axis and Z-axis denotes service,
capabilities and community interest, respectively. In Fig.2, previous interaction

feedbacks E: (S¢,Cy, I andV, ) are stored at the trust management system, given by all
nodes k evaluating the quality of service provided by a common assisting node j.:
S, : Service provided by node j

C, : Capability of node j
I, : Community interest of node j

V, : Satisfaction score given by any node k to j for evaluating the offered service. Node k
rates 1 if it is satisfied with the service and 0 otherwise.
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The X-axis on the graph shows the different service provided by node j. The Y-axis and
Z-axis respectively shows the capabilities and community interest of the node j when
collaborating for these services. Each graph is characterized by the requesting interaction

feedback E™ S ,C A y depicted as a black diamond on Fig. 2.
request request’ request’ request

E" , refers to the interaction feedback about the present requested service, which would
reques.

be issued by node j, after the node j provides the requested collaborative service. Sreqmt is the
present requested service provided by node j.Cmmt is the present requested capability of

node j. I is the present requested community interest of node j. In order to measure

request
context similarity between the previous interaction and the present requested interaction, the
Euclidean Distance is computed between E™ and E™ .
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Fig. 2. Three dimensional trust property representation of node j

The distance is denoted as &, . We then obtain d,; as

d,; = \(dS? +dC? +dI?) 3)
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where dS, , dC, anddl, is presented as the difference between S and S, , between

request

C and C,, and between | and t1,, respectively.

request request
ds, - ‘Srequest—sk‘ (4)
dc, - ‘Crequest—ck‘ ®)
d|k = "request"k‘ (6)

This computation is well measuring the similarity of a previous collaboration service to a
present requested collaboration service.

Finally, we adjust d,; distance as follows: a retained interaction feedback of node j should

m
request
of collected feedbacks. Compared with [14], our computing method of context similarity is a
lightweight mechanism that fits resource-limited nodes in 10T environments.

Finally, the system can combine the collected interaction feedbacks about the node j. The

global trust R;“ of the node j is eventually obtained as follows:

have a distance d,; (Ekrj“, E ) < g . y is an adjustable threshold, which decides the number

F, D BE]
R'=) (B ="~ (7)
SRS

kes kes

where R;“ is the trust value of node j . S is the set of node k with whom node j has conducted
collaboration interactions and satisfies withd,; < » . Ekrj“ is the feedback of node j rated by

peer k, and B, is the aggregation weight of Ekrjn and to consider trust decay over time. A node

may change its behavior over time: recent interaction feedbacks are thus more meaningful
than feedbacks obtained for a long time. The aggregation process runs multiple iterations until

each R™converges to a stable trust rating for node j. The algorithm of calculating the trust
]

value of node j is shown in Fig. 3.

Input: the requesting interaction feedback =i I

" (Sre Uest’c uest’
Output: the trust valueR"of node j ﬁémﬂ questy QP

] = "
1. Calculating the Euclidean Distance dy; between Ez‘and E'iquest;
2. Deciding the number of collected feedbacks based on gy @m m
3.Combining the collected interaction feedbacks about the nod¢’j st
4. runing multiple iterations until each converges to a stable trust rating for node j

5. Getting the trust value'R:”of node j;

request )(

Fig. 3. The algorithm of calculating the trust value of node j
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4.2. Adaptive Trust Evaluation

The proposed trust management system assesses the services provided by node in different
contexts. But, it is difficult to identify the truly malicious nodes in the trust management
system. The previous examples show that behavior of a malfunctioning node can be similar to
behavior of an on-off attacking node. A malfunctioning node is often qualified as malicious
node. Yet, the frequency of misbehavior is different between a malfunctioning node and a
malicious node. A malfunctioning node’s behavior is random and temporary. The behavior of
a malicious node is persistent and intentional. Hence, a truly malicious node can be detected
through computing the frequency of misbehavior. In [16], the authors discuss the method of
computing the frequency of misbehavior, where a time window mechanism is used. But
evaluation results [16] show the proposed scheme is sensitive to the changes from bad
behaviors to good behaviors. Moreover, the authors consider malfunctioning nodes as
malicious nodes, but in fact there are essential differences between malfunctioning nodes and
malicious nodes. Therefore, in the paper, we revise the computing method, and measure the
frequency of misbehavior based on the duration of on and off behaviors rather than the number
of on and off periods. The simulation results in section 6 show that it is more accurate to
determine the node’s status with the duration. The frequency of misbehavior is measured as
follows:

f % 8
hZ, +H, ©

where Z, and H, are the duration of on and off behaviors duringt,. Then, for time window

t., we can determine the state of node with equation (8):

1 malicious node or malfunctioning node
Q(f, )=1(0;v) benevolent node )
(v;1) malicious or on—off attacking node

Combining y, and f, ~obtains bad factor B, , which is presented as:

(10)

n

1

1_l/ltn if W, > fl"
ox(1-f )+(1-w)x1-y, ) otherwise

t, is time window. v, is the weight of misbehavior. It is obtained based on the rate of

misbehavior in each time unit [17]. @ is the weight given to the frequency and weight of
misbehavior. Then, we set up time windowt, is the sum time of collecting feedbacks about

node j, and Btn is incorporated into the Equation (7), we get:

ﬂ ZﬂkE:Btn
R™ = k_E™B (=X __ (11)
BPI i

kes kes

Finally, the adaptive trust estimation scheme is enhanced based on a bad behavior factor,
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which can help to identify truly malicious behavior of nodes and prevent possible On-Off
attacks to a multiservice loT.

5. Experimental Analysis

In this section, in order to evaluate the effectiveness of the proposed trust management, in
identifying malicious nodes and evaluating collaboration service, a series of test scenarios are

developed. We will study the effect of B and misbehavior detection in computing

trustworthiness of a node. Comparisons were done with TMP [11], DTMS [5] and RTES [16].
Experiments were run using the ns-3 simulator [22]. ns-3 is a discrete-event network simulator
for Internet systems, targeted primarily for research and educational use. ns-3 is free software,
licensed under the GNU GPLV2 license, and is publicly available for research, development,
and use.lt is easier to simulate interaction patterns and behaviors than other simulation tools.
The simulation configuration in Table 2 was used.

Table 2. Default simulations parameters in the experiments

Parameter type Value
Number of sensor nodes 200
Type of services [1, 6]
Number of time units in time window L=3
Trust threshold 0.6
Threshold for rate of misbehavior v =0.1
The rate of malicious nodes 0%-90%
The rate of benevolent nodes 0%-50%
Energy level [0-100]
Number of communities [1, 10]
Trust and misbehavior frequency and weight estimation period A
Simulation time 100 A

In our experimental setup, each node dynamically changes its status.

In order to evaluate trust establishment under node misbehavior, we first need to define the
threat model. In the model, the behavior of node includes behavior of a benevolent node, a
malicious node and a malfunctioning node. Hence, in this section, we define general and basic
notions about benevolent, malicious and malfunctioning nodes, and we model node behavior.
The percentage of malicious nodes [10%-90%] is randomly selected out of all sensor nodes.
We consider an 10T environment with 200 heterogeneous sensors with all of them providing
honest services. These sensors are randomly distributed to different community based on their
community interest. Our system allows dynamic community lists. The community list kept by
each sensor is simulated initially and remains the same throughout the simulation. Sensor
nodes are in one or more communities. A sensor can belong to up to 10 communities. This is
also simulated and remains fixed throughout the simulation. We assume that the interaction
frequency is 6 times every 1 hour. The total simulation time is 100 hours. The average
interaction-contact is 2 hours. Every node can provide up to 6 different services. The initial
trust value of all sensor nodes is set to a trust level of 0.5. Node capabilities are quantified
based on energy consumption.



2408 Xu Wu et al.: A Robust and Adaptive Trust Management System for Guaranteeing the
Availability in the Internet of Things Environments

We consider a situation where the trust level of a dishonest node is evaluated with respect
to a resource demanding service. We can see that this node, being considered under a global
trust value, manages to hide its misbehaviour when performing this service. It maintains an
overall high trust level (red graph) since it compensates received bad scores with good scores
obtained for its good behaviours in simpler services.

5.1. Effect of S, on trust evaluation

We first investigate the effect of design parameter S, on trust evaluation. f, is the weighting
factor and to consider trust decay over time in Equation 11.

In order to analyze the effect of /3, we select 10 very recently feedback and vary S, by
selecting different values (0.2, 0.5, and 0.9). The percentage of malicious nodes P is 35%.

Fig. 4(a) shows the effect of /S, on trust evaluation toward a “benevolent” node whose
objective trust status keeps steady value as time increases. The objective trust status for this
good node is constant at 1. We can see that as the value of S, increases, the trust value
converges to objective trust faster, but there exists more high trust fluctuation. Here we
observe that the trust convergence time is 30 to 70 A because the average inter-arrival
interaction time is set to 20A. Fig. 4(b) shows the results of trust evaluation toward a
“malicious” node randomly selected. The state of node changes from benign to malicious after
50 A. We can see that once the state varies, the trust evaluation converges towards the new
objective trust status. In addition, as the value of 3, increases, the trust evaluation converges
to the new objective trust status faster, and there exists more high trust fluctuation. This result

shows that our trust evaluation scheme is adaptive to the time changes, and exactly reflects the
actual trust state of node.
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Fig. 4. Effect of /3, on trust evaluation

5.2. Effect of mon trust evaluation

Fig. 3 shows that the trust evaluation quickly converges and it is remarkably close to the
objective trust status. We further investigate the effect of mon trust evaluation, where m=
service, capability and community interest. We vary service and community interest by
selecting 6 different services (services, service,..., serviceg), and 10 different communities
(community;, community,..., communityys). The changes of capability are in the range of
[0-100]. Comparisons were done with TMP [11] and DTMS [5].
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Fig. 5(a), 5(b), and 5(c) show trust evaluation results of a benevolent node randomly
picked toward another benevolent node also randomly picked for service, community, and
capability, respectively. We further validate resiliency of our adaptive trust evaluation scheme
toward changes of contexts in 10T environments with different simulation circumstances. Our
trust management system outperforms all other trust mechanisms with Equation (3) and it is
remarkably close to the objective trust status (marked with red color) with acceptable mean
absolute error less than 10%. Our adaptive trust evaluation scheme can dynamically evaluate
the same node by considering the changes of service, community interest and capability.

-

B DTMS

o
©
-

B oursystem [ Objective trust o H DTMS

o
©

B oursystem [ Objective trust

08

07
06 1l wa—
[ 0.5+ — — — 000
[ (YRS § | . - B N —
N ‘ - 03 H ] “ j 4 ‘ =
s, S5 S Ss Elsllﬁ ¢ T oc IS -

o
3

o
>

Trust value
o
o
Trust value

o o
w IS

o

N
o
N

o

e
=3
n

[

o

t
]

Sy Ci C; Cs Ce G Cy Cio

Changes of contextual service Changes of community interest
(a) m=service (b) m=community interest
1.0
® 8 T e e b OB B
i wofT e ¥ TeReen 139
081 5:;.'._'4&:-,, pe” "
E . o".‘ . et
© | L7 g et
S 06f
«\ &
= i ° -
- | & & M I
0.4r1e 2" R Objective trust — Our system
oy TMP — DTMS  —
021" &
.
0 1 1 1 1 1 1 1 1 1 1

0 10 20 30 40 50 60 70 8 90 100
Changes of capability

(c) m =capability
Fig. 5. Effect of mon trust evaluation

5.3. On-off attack detection

In this section, we evaluate our trust scheme under on-off attacks. Comparisons were done
with DTMS [5] and RTES [16]. Table 3 shows the parameters of on-off attacks. In order to
make the simulation more realistic, we add a number of malfunctioning nodes to the
environment. These nodes behave well for the 10 first A. Then become stuck malfunctioning
for the second 10 A and reverts to normal for the followed time A. We dynamically add the
number of malfunctioning node and malicious node being 5 and 20 at every 10 A. The number
of malicious node is increased from 20 to 200. At the beginning, the number of all nodes is 200.
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A malicious node changes its behavior alternatively: in the experiment, we intentionally add
the frequency of malicious behaviors, but at the time, the number of malicious behaviors is
decreased. Moreover, we randomly distribute on and off behaviors over time. Fig. 6 shows the

detected percentage p,, of malicious nodes. p, is measured as follows:

nm

all

>

where n_ and n,, are the number of detected malicious nodes and all nodes in the network.

An important observation from Fig. 6 is that, even when malicious nodes add to 140, our
system and RTES [16] remarkably close to the objective detection result. However, compared
with RTES [16], the acceptable mean absolute error of our detection result (marked with red
color) is less than 10%. Because RTES is sensitive to the changes from bad behaviors to good
behaviors, and more malfunctioning nodes are often qualified as malicious nodes.

Table 3. Parameters to simulate an on-off attack

Parameter type Value
Probability of an on period 0.6
Probability of an off period 0.4

Number of good behavior at on period 10 to18
Number of good behavior at off period 10to 18
Number of bad behavior at on period 12 to 16
Number of bad behavior at off period 12 to 16

Specifically, detection results of other mechanisms in the attack prove it is necessary to
include the bad behavior factor Bt':” in trust estimation. As Fig. 6 illustrates, the proposed

mechanism with Equation (8) and (11) outperforms other two trust mechanisms. We assume
that the malicious nodes will not regain trust during 100 A.
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Fig. 6. On-off attack detection
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5.4. Comparison of reactions against On-off attack

In order to prove the effectiveness of our system, we evaluate its conduct towards the On-off
attacks. Comparisons were done with RTES [16] and DTMS [5].

In the experiment, the different of contexts (service, capability and community interest) are
not considered. The percentage of malicious nodes P is 10%, 40% and 70%, respectively.

The malicious nodes behave well for the 10 firstA. Then it provides bad services for the
second 10 A and reverts to normal. From Fig. 7, one can see DTMS takes more time to detect
the bad behavior of the node, and therefore hides the malicious transition for longer. Our
system and DTMS detect earlier the node misbehavior. Compared with other two schemes,
our system can efficiently recognize this bad behavior and starts to decrease slightly its trust
level. Once the node is recognized, it stops bad behaviors and regains trust. The reason is that
our system adds a bad behavior factor in trust estimation, so that dishonest nodes require them
to perform many good actions to recover their trust values.

01 Trust threshold — our system —— 01 Trust threshold — Our system — — 01 Trust threshold— our system ——
RTES — - DTMS RTES - - DTMS RTES —-DTMS

0 0 0
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Time (&) Time (4) Time (8)

() P =10% (b) P, =40% (c) B, =70%

Fig. 7. Trust level evolution of the in presence of on-off attack

6. Conclusion and Future

Traffic classification was carried out in two phases. In the first off-line phase, we started
with no assumptions about traffic classes and used the unsupervised SOM and K-means
clustering algorithms to find the structure in the traffic data. The data exploration procedure
found three clusters corresponding to three QoS classes: transactional, interactive, and bulk
data transfer. There are a large number of smart sensor nodes in the Internet of Things (1oT),
and these sensor nodes in 10T often are resource-constrained nodes, so they have a greater
need to collaborate with one another for providing advanced service and applications. In the
context of the 10T, it is difficult to evaluate the node’s trustworthiness in the same trust model
when a node provides different services. In addition, guaranteeing the availability of the trust
management service is another significant challenge because heterogeneous sensor nodes in
the loT are vulnerable to attacks, and distributed in different communities. Until now, huge
amount of work about trust mainly focused on defining and evaluating the trust relationships
among nodes and proposing the trusted frameworks and algorithms; rather than the
development of a robust model for ensuring the availability of trust management service.

With these issues in mind, this paper aims at developing a robust trust management system
that evaluates the trust between two nodes and ensures the availability of trust management
service in 10T environments. The proposed system is a partly decentralized trust management
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framework that is able to measure the trustworthiness of nodes based on feedbacks collected
from participants in a specific context and ensure the availability of trust management services.
Depending on the system, a requesting node can select the best partners to provide
collaborative service. Our system exploits techniques to ensure the availability of trust
management service. We have studied the performance of the proposed trust management
system in a simulated environment. In future, we will solve the recovering problem of lost data
during a down time of power nodes, and predict the availability of each power node. We also
will analyze the vulnerability of the system to other threats. Performance optimization of the
trust management system is another focus of our future research work.
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