
KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 12, NO. 5, May. 2018                    2082 
Copyright ⓒ 2018 KSII 

Study on Tag, Trust and Probability Matrix 
Factorization Based Social Network 

Recommendation 
 

Zhigang Liu1 and Haidong Zhong2 
1 Control Technology Institute, Wuxi Institute of Technology, Wuxi, Jiangsu, 214121, P.R. China  

[e-mail: liuzhigang510@126.com] 
2 Logistics and e-commerce school, Zhejiang Wanli University, 

Ningbo, Zhejiang, 315100, P. R. China  

[e-mail: zhonghaidong@zwu.edu.cn] 

*Corresponding author: Haidong Zhong 

 
Received June 21, 2017; revised September 14, 2017; accepted November 8, 2017;  

published May 31, 2018 

 

Abstract 

In recent years, social network related applications such as WeChat, Facebook, Twitter and 

so on, have attracted hundreds of millions of people to share their experience, plan or 
organize, and attend social events with friends. In these operations, plenty of valuable 
information is accumulated, which makes an innovative approach to explore users’ 
preference and overcome challenges in traditional recommender systems. Based on the study 
of the existing social network recommendation methods, we find there is an abundant 
information that can be incorporated into probability matrix factorization (PMF) model to 
handle challenges such as data sparsity in many recommender systems. Therefore, the 
research put forward a unified social network recommendation framework that combine tags, 
trust between users, ratings with PMF. The uniformed method is based on three existing 
recommendation models (SoRecUser, SoRecItem and SoRec), and the complexity analysis 
indicates that our approach has good effectiveness and can be applied to large-scale datasets. 
Furthermore, experimental results on publicly available Last.fm dataset show that our 
method outperforms the existing state-of-art social network recommendation approaches, 
measured by MAE and MRSE in different data sparse conditions. 
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1 Introduction 

With the widespread usage of Web 2.0 technology, more and more tags are applied to 

annotate resources such as a web page, a blog post or an image, with a set of keywords that 
the participants can define at will. These keywords play an important role in navigating and 
information retrieving [1]. Meanwhile tag based recommendation attracts much attention of 
researchers all over the world to improve the efficiency or solve challenges in traditional 
recommender technologies such as collaborative filtering, content-based filtering and hybrid 
recommendation. Wu L. et al. incorporated user-tag and item-tag interaction matrixes and 
proposed a two-stage recommendation framework, namely, NHPMF (Neighborhood-aware 
Probabilistic Matrix Factorization) model to improve recommendation accuracy [2]. Zhou T. 
C. et al. put forward a uniformed recommender framework (TagRec), based on probabilistic 
matrix factorization by utilizing both users’ tags information and rating knowledge [3]. In [4], 
SoRecUser model was put forward to associate rating information with tag information by 
sharing user latent feature vector, and SoRecItem method was proposed to combine rating 
information with item information by sharing item latent feature vector. 

In recent years, the enormous popularity of social network applications like Facebook, 
WeChat and Twitter, have provided a new way to communicate, collaborate and share 
information. Nowadays, social networks related applications have changed our everyday 
experience. Moreore and more people are incline to spread message by means of 
multitudinous social media platforms [5, 6]. This sprouts a great number of new application 
domains, and many traditional applications extend their social network compatibility. Social 
network based recommendation (SNR) is undoubtedly belongs to the latter case, which 
makes recommendations for a target user based on ratings of the individuals that have direct 
or indirect social relationships with the user [7]. Many existing recommendation methods 
can be extended by incorporating the interaction among users into them to meet the feature 
of social networks. However, recent studies show that social networks are highly dynamic, 
growing and changing very quickly [8]. Therefore, SNR still suffers data sparsity and other 
problems caused by the particularity of social networks. 
To improve accuracy and effectiveness in SNR, many scholars put a lot of effort into social 

trust and social tag based recommendation. For example, Jamali M. et al. proposed a matrix 
factorization based model (SocialMF) for recommendation in social networks, which 
incorporate social network trust propagation mechanism [9]; Aiming at modeling the 
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particularity of social network systems more accurately and realistically, Ma H. et al. put 
forward a recommendation with social trust ensemble (RSTE) approach, which naturally 
fuses users’ tastes and their trusted friends’ favors together [7]; Zhou T. C. et al. deemed 
rating activity and tagging activity play an important role in revealing individuals’ opinions 
and put forward a recommender method by fusing users’ tagging information and rating 
information together [3]. However, most the existing methods cannot performance very well 
in sparse data condition. The reseach goes into the existing studies and find that 
multi-dimension data fusion is an efficient way to overcome the challenge in SNR. Therefore, 
we propose a unified social network recommendation framework that incorporate three 
famous recommendation models (SoRecUser, SoRecItem and SoRec) and PMF. Our 
contributions are twofold. First, aim at using aviailable knowledge (tag, rating and trust) 
jointly in social network applications to make accuate recommendations. Second, based on 
the properties of PMF, we put forward a unified recommendation framework to slove 
challeges such data sparity in traditional recommendation systems. 
The remainder of the paper article is organized as follows: the basic concepts of the social 

tag, social trust, PMF and social network recommendation related literals are reviewed in 
section 2. Detailed idea of the proposed unified social network recommendation framework 
is explained in Section 3, experiments on public available social network data and the results 
analysis are conducted in Section 4. Finally, we conclude the paper and present some 
directions for future work in Section 5. 

2 Literal Review 

2.1 Social Tag 

The emergence of online social platforms, on the one hand have greatly changed the way we 
communicate, but on the other hand, they have made more and more crucial information 
overload problem. Tag technology is deemed as an efficient method to overcome the 
challenge, because it provides descriptive annotations or keywords to compress information. 
This enables users to bookmark preferred web pages and network resources (such as 
pictures, videos, music, blogs, etc.), which are convenient for later information retrieval and 
fast lookup [10, 11]. Moreover, the usage of tag technology gives birth to a new way for 
researchers to explore individual’s preference and the features of items from social 
relationships between the users with the help of social tagging systems [1, 12]. 

Although tags are wildly used, their functions in online systems is rather different: they 
can usually be defined to associate with any free word relevant to the tagged item which is 
often not organized into a pre-defined hierarchy of categories or subcategories [13, 14]. 
Based on users’ motivation or semantic of tags, they can be divided into four categories: 
standard tags, machine tags, action tags and reactive tags [15-17]. 
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Standard tags: they are defined from the view point of users’ descriptive intend. This 
kind of tags are most commonly used by many tagging sites at present. They can be applied 
with a broad range of purposes, and all tags are handled in the same way no matter what 
intends and extra supports are provided from the tagging sites, except for search and 
classification [17]. 

Machine Tags: they are specially designed for machines and structured in machine 
readable format. The description contains meta information of the resource such as upload 
date, geographical coordinates, etc. Usually, machine tags are described by a triplet: 
<namespace, property, value>, and users can define them according to the provided syntax 
[18]. 

Action Tags: they are machine oriented prescriptive tags, with their operations set by the 
websites. For instance, action tags available in Delicious offer a “for: User” action tag. 
Action tags annotate resources as any other tags, so they can be used to organize or locate 
useful resources. Besides the resource being tagged, additional parameters can be provided 
using the “:” notation. 

Reactive Tags: they are used to annotate user’s intentions on the resource being tagged 
[16, 19], for example “toDo”, “toRead”, “toDownload”, etc. Some surveys identify this kind 
of tags as user provided prescriptive tags, however, no way exits to automate these actions. 
Additionally, these behaviors tend to surpass the tagging sites to impact other device or 
operations (e.g. the printer, your to-do list, etc.), and might affect other users.  

2.2 Social Trust 

Trust is usually recognized as meaningful social relationships between individuals and of 
ubiquitous importance to people. A great many researchers have studied it from many 
disciplines, including computer science, cognitive sciences, sociology, economics, and 
psychology to explore what is trust, however, they have difficulty in finding an exact 
definition [20]. From a mental attitude, trust was defined as “a complex attitude of an agent 
𝑥𝑥 towards another agent 𝑦𝑦 about the behavior/action relevant for the result (goal) 𝑔𝑔” or 
“the mental counter-part of delegation” [21]. Granovetter M. considered trust as a king of 
interpersonal different construct procedure [22], while Hosmer L. T. held the opinion that 
trust was a cognitive process and could be impacted by many factors such as confidence in 
another’s goals or purposes, or the perceived sincerity of another’s word [23]. Wei Z. 
proposed a web of trust notion to represent users’ relations and trust relationship of mutual 
interdependence in social network [24]. Overall, existing definitions of trust generally imply 
it is a belief that one party is willing to believe or depend on the actions of another party. In 
addition, four attributes of trust, transitivity, subjective and asymmetric, context dependent 
and dynamic, are intensively discussed in the existing literatures [25, 26]. 
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2.3 Probability Matrix Factorization 

PMF is deemed as one of the most famous Matrix Factorization models in collaborative 
filtering [27, 28]. It defines the conditional distribution over the observed ratings as: 

𝑝𝑝(𝑅𝑅|𝑈𝑈,𝑉𝑉,𝜎𝜎2) = ��[𝒩𝒩(𝑅𝑅𝑖𝑖𝑖𝑖|𝑈𝑈𝑖𝑖𝑇𝑇𝑉𝑉𝑗𝑗,𝜎𝜎2)]𝐼𝐼𝑖𝑖𝑖𝑖
𝑀𝑀

𝑗𝑗=1

𝑁𝑁

𝑖𝑖=1

                                   (2 − 1) 

where 𝑀𝑀 is movie matrix, 𝑁𝑁 is user matrix, 𝑅𝑅𝑖𝑖𝑖𝑖 is rating matrix with integer rating values, 
𝑈𝑈𝑖𝑖  and 𝑉𝑉𝑗𝑗  are user-specific and movie-specific latent feature vectors respectively; 
𝒩𝒩(𝑥𝑥|𝜇𝜇,𝜎𝜎2) is probability density function of the Gaussian distribution with mean 𝜇𝜇 and 
variance 𝜎𝜎2; 𝐼𝐼𝑖𝑖𝑖𝑖 is the indicator function, with the value equals to 1 if user 𝑖𝑖 rated movie 𝑗𝑗, 
and otherwise 0. Two zero-mean spherical Gaussian priors can be placed on the following 
user latent feature vector and movie latent feature vector. 

𝑝𝑝(𝑈𝑈�𝜎𝜎𝑈𝑈2) = �𝒩𝒩(𝑈𝑈𝑖𝑖|0,𝜎𝜎𝑈𝑈2𝑰𝑰)
𝑁𝑁

𝑖𝑖=1

                                                                 (2 − 2) 

𝑝𝑝(𝑉𝑉�𝜎𝜎𝑉𝑉2) = �𝒩𝒩(𝑉𝑉𝑗𝑗|0,𝜎𝜎𝑉𝑉2𝑰𝑰)
𝑀𝑀

𝑗𝑗=1

                                                                   (2 − 3) 

Log function of posterior distribution over the two latent feature vectors can be 
represented as: 

𝑙𝑙𝑙𝑙𝑙𝑙(𝑈𝑈,𝑉𝑉�𝑅𝑅,𝜎𝜎2,𝜎𝜎𝑉𝑉2,𝜎𝜎𝑈𝑈2)

= −
1

2𝜎𝜎2
��𝐼𝐼𝑖𝑖𝑖𝑖�𝑅𝑅𝑖𝑖𝑖𝑖 − 𝑈𝑈𝑖𝑖𝑇𝑇𝑉𝑉𝑗𝑗�

2
𝑀𝑀

𝑗𝑗=1

𝑁𝑁

𝑖𝑖=1

−
1

2𝜎𝜎𝑈𝑈2
�𝑈𝑈𝑖𝑖𝑇𝑇𝑈𝑈𝑖𝑖

𝑁𝑁

𝑖𝑖=1

−
1

2𝜎𝜎𝑉𝑉2
�𝑉𝑉𝑗𝑗𝑇𝑇𝑉𝑉𝑗𝑗

𝑁𝑁

𝑗𝑗=1

−
1
2�

���𝐼𝐼𝑖𝑖𝑖𝑖

𝑀𝑀

𝑗𝑗=1

𝑁𝑁

𝑖𝑖=1

� 𝑙𝑙𝑙𝑙𝜎𝜎2 + 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝜎𝜎𝑈𝑈2 + 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝜎𝜎𝑉𝑉2�

+ 𝑃𝑃                                                                                                                        (2
− 4) 

where 𝑃𝑃 is a constant. Maximized form of formula (2-4) with hyper-parameters fixed is 
equal to the following objective function:  

1
2
��𝐼𝐼𝑖𝑖𝑖𝑖�𝑅𝑅𝑖𝑖𝑖𝑖 − 𝑈𝑈𝑖𝑖𝑇𝑇𝑉𝑉𝑗𝑗�

2
𝑀𝑀

𝑗𝑗=1

𝑁𝑁

𝑖𝑖=1

+
𝜆𝜆𝑈𝑈
2
�‖𝑈𝑈𝑖𝑖‖𝐹𝐹2
𝑁𝑁

𝑖𝑖=1

+
𝜆𝜆𝑉𝑉
2
��𝑉𝑉𝑗𝑗�𝐹𝐹

2
𝑀𝑀

𝑗𝑗=1

                        (2 − 5) 

where 𝜆𝜆𝑈𝑈 = 𝜎𝜎2

𝜎𝜎𝑈𝑈
2 , 𝜆𝜆𝑉𝑉 = 𝜎𝜎2

𝜎𝜎𝑉𝑉
2 and ‖∙‖𝐹𝐹2  represents the Frobenius norm. 
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2.4 Social Network Recommendation 

SNR is considered as one of the most promising research directions in recommendation 
system that targets at the social media domain. It focuses on dealing with information 
overload challenge by combining many new types of data such as tags and explicit online 
relationships that is related to social network particularity with the existing traditional 
recommender approaches [29]. Social network has obvious advantages in describing the 
relation between many information agents, like individuals, groups and other computers. 
Therefore, SNR is expected to overcome many difficulties, for example data sparsity and 
cold start exist in traditional recommender systems.  

According to the formalized definition of traditional recommendation systems, SNR can 
be defined as [30] 

∀𝑢𝑢𝑥𝑥 ∈ 𝑈𝑈, 𝐼𝐼∗ = arg𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖∈𝐼𝐼 �𝜇𝜇𝑖𝑖 + 𝑎𝑎𝑎𝑎(𝑢𝑢𝑥𝑥 , 𝑖𝑖) + 𝛽𝛽
1

|𝑌𝑌|�𝜇𝜇�𝑢𝑢𝑦𝑦, 𝑖𝑖�
𝑌𝑌

𝑦𝑦

�                 (2 − 6) 

where 𝐼𝐼∗ is the recommended items for the target user according to ratings, maximum 
utility and individual’s preference; 𝑈𝑈 is user set, 𝐼𝐼 is item set, 𝑖𝑖 ∈ 𝐼𝐼, 𝑀𝑀 = |𝑈𝑈|, 𝑁𝑁 = |𝐼𝐼| 
and 𝐺𝐺 = (𝑔𝑔𝑖𝑖𝑖𝑖)𝑀𝑀×𝑁𝑁 denotes relationship matrix of all users; the mapping 𝜇𝜇:𝑈𝑈 × 𝐼𝐼 → 𝑅𝑅 is 
an evaluation function for the recommended results; 𝑌𝑌 = {𝑢𝑢𝑦𝑦|𝑢𝑢𝑦𝑦 ∈ 𝑈𝑈, 𝑥𝑥 ≠ 𝑦𝑦, 𝑔𝑔𝑥𝑥,𝑦𝑦 ≠
0,𝑔𝑔𝑥𝑥,𝑦𝑦 ∈ 𝐺𝐺}, ∀α,β ∈ [0,1], α + β = 1 and 𝜇𝜇𝑖𝑖  is a bias variable that represents popular 
reputation degree of item 𝑖𝑖 in all users. 

Generally, SNR falls into collaborative filtering, content-based filtering and hybrid 
recommendation, and most of the existing social network recommendation methods are 
based on friendship and other social information fused collaborative filtering [31-34]. In 
recent years, with the widespread use of social network applications, a variety of famous 
recommendation models such as social graph based recommendation method, matrix 
factorization based recommendation model and factor decomposition machine model are 
proposed successively [35]. 

3 Unified Social Network Recommendation Framework 

The proposed unified social network recommendation approach is based three existing 
recommendation models, namely, SoRecUser, SoRecItem and SoRec. Here we explain the 
general principle of them first and then introduce the unified social network recommendation 
framework, which incorporates tags, trust between users, ratings and PMF technology. To 
facilitate our discussions, Tab. 3-1 lists all the terms and notations that employed in the 
reminder of this paper.  
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Table 3-1. Notations throughout this paper 
Notation Description 
𝑀𝑀,𝑁𝑁,𝑄𝑄 Number of users, items and tags respectively 
𝐹𝐹 Dimension of latent feature 

𝑈𝑈𝑀𝑀∗𝐹𝐹 M*F dimension user latent feature vector 
𝑉𝑉𝑁𝑁∗𝐹𝐹 N*F dimension item latent feature vector 
𝑍𝑍𝑀𝑀∗𝐹𝐹 M*F dimension trust latent feature vector 
𝑇𝑇𝑄𝑄∗𝐹𝐹 Q*F dimension tag latent feature vector 
𝑅𝑅𝑖𝑖𝑖𝑖 Rating of 𝑈𝑈𝑖𝑖 on item 𝑉𝑉𝑗𝑗 
𝐹𝐹𝑖𝑖𝑖𝑖 Tag number that 𝑈𝑈𝑖𝑖 mark Tk 
𝐺𝐺𝑗𝑗𝑗𝑗 Number of tags that 𝑉𝑉𝑗𝑗 marked as Tk 
𝐶𝐶𝑖𝑖𝑖𝑖 Trust degree between 𝑈𝑈𝑖𝑖 and 𝑍𝑍𝑙𝑙 
𝑅𝑅𝚤𝚤𝚤𝚤�  Predicted rating of 𝑈𝑈𝑖𝑖 on item 𝑉𝑉𝑗𝑗 

3.1 Social Tag Based User Model 

With reference to the analysis in [4], conditional probability distribution function of user 𝑈𝑈𝑖𝑖 
mark tag 𝑇𝑇𝑘𝑘  can be estimated as 

𝑝𝑝(𝐹𝐹�𝑈𝑈,𝑇𝑇,𝜎𝜎𝐹𝐹2) = ��ℕ[(𝐹𝐹𝑖𝑖𝑖𝑖|𝑔𝑔�𝑈𝑈𝑖𝑖𝑇𝑇𝑇𝑇𝑘𝑘�,𝜎𝜎𝐹𝐹2]𝐼𝐼𝑖𝑖𝑖𝑖
𝐹𝐹

𝑄𝑄

𝑘𝑘=1

𝑀𝑀

𝑖𝑖=1

                    (3 − 1) 

where 𝐼𝐼𝑖𝑖𝑖𝑖𝐹𝐹  is the indicator function. 𝐼𝐼𝑖𝑖𝑖𝑖𝐹𝐹  is set to 1 if 𝑈𝑈𝑖𝑖 tag 𝑇𝑇𝑘𝑘 for more than once, and 0 
otherwise. The probability distribution of 𝑈𝑈 and 𝑇𝑇 can be calculated by the following 
equations: 

𝑝𝑝(𝑈𝑈�𝜎𝜎𝑈𝑈2) = �ℕ(𝑈𝑈𝑖𝑖|0,𝜎𝜎𝑈𝑈2𝑰𝑰)
𝑀𝑀

𝑖𝑖=1

                                                       (3 − 2) 

𝑝𝑝(𝑇𝑇�𝜎𝜎𝑇𝑇2) = �ℕ(𝑇𝑇𝑘𝑘|0,𝜎𝜎𝑇𝑇2𝑰𝑰)
𝑄𝑄

𝑘𝑘=1

                                                         (3 − 3) 

According to the Bayesian reference, posterior distribution of 𝑈𝑈 and 𝑇𝑇 can be calculated 
according to formula (3-4). 

𝑝𝑝(𝑈𝑈,𝑇𝑇�𝐹𝐹,𝜎𝜎𝐹𝐹2,𝜎𝜎𝑈𝑈2,𝜎𝜎𝑇𝑇2) ∝ 𝑝𝑝(𝐹𝐹�𝑈𝑈,𝑇𝑇,𝜎𝜎𝐹𝐹2) × 𝑝𝑝(𝑈𝑈�𝜎𝜎𝑈𝑈2) × 𝑝𝑝(𝑇𝑇�𝜎𝜎𝑇𝑇2)

= ��ℕ[(𝐹𝐹𝑖𝑖𝑖𝑖|𝑔𝑔�𝑈𝑈𝑖𝑖𝑇𝑇𝑇𝑇𝑘𝑘�,𝜎𝜎𝐹𝐹2]𝐼𝐼𝑖𝑖𝑖𝑖
𝐹𝐹

𝑄𝑄

𝑘𝑘=1

𝑀𝑀

𝑖𝑖=1

× �ℕ(𝑈𝑈𝑖𝑖�0,𝜎𝜎𝑈𝑈2𝑰𝑰)
𝑀𝑀

𝑖𝑖=1

× �ℕ(𝑇𝑇𝑘𝑘�0,𝜎𝜎𝑇𝑇2𝑰𝑰)
𝑄𝑄

𝑘𝑘=1

                                                                                        (3 − 4) 
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The probabilistic graph for the social tag based user model (SoRecUser) [4] can be 
described in Fig. 3-1.  

 
Fig. 3-1. SoRecUser probabilistic graph model 

3.2 Social tag Based Item Model 

Conditional probability distribution function for item 𝑉𝑉 can be calculated as 

𝑝𝑝(𝐺𝐺�𝑉𝑉,𝑇𝑇,𝜎𝜎𝐺𝐺2) = ��ℕ[(𝐺𝐺𝑗𝑗𝑗𝑗|𝑔𝑔�𝑉𝑉𝑗𝑗𝑇𝑇𝑇𝑇𝑘𝑘�,𝜎𝜎𝐺𝐺2]𝐼𝐼𝑗𝑗𝑗𝑗
𝐺𝐺

𝑄𝑄

𝑘𝑘=1

𝑁𝑁

𝑗𝑗=1

                        (3 − 5) 

where 𝐼𝐼𝑗𝑗𝑗𝑗𝐺𝐺  is the indicator function, its value is 1 if item 𝑉𝑉𝑗𝑗 is tagged by 𝑇𝑇𝑘𝑘 for more than 
one time, and 0 otherwise. The probability distribution of 𝑉𝑉 and 𝑇𝑇 can be calculated by the 
following equations: 

𝑝𝑝(𝑉𝑉�𝜎𝜎𝑉𝑉2) = �ℕ(𝑉𝑉𝑗𝑗|0,𝜎𝜎𝑉𝑉2𝑰𝑰)
𝑁𝑁

𝑗𝑗=1

                                                            (3 − 6) 

𝑝𝑝(𝑇𝑇�𝜎𝜎𝑇𝑇2) = �ℕ(𝑇𝑇𝑘𝑘|0,𝜎𝜎𝑇𝑇2𝑰𝑰)
𝑄𝑄

𝑘𝑘=1

                                                           (3 − 7) 

According to the Bayesian reference, posterior distribution of 𝑉𝑉 and 𝑇𝑇 can be represented 
as  

Vj Ui Tk

Rij Fik

Vσ Uσ Tσ

Rσ Fσ

Q

N

M
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𝑝𝑝(𝑉𝑉,𝑇𝑇�𝐺𝐺,𝜎𝜎𝐺𝐺2,𝜎𝜎𝑉𝑉2,𝜎𝜎𝑇𝑇2) ∝ 𝑝𝑝(𝐺𝐺�𝑉𝑉,𝑇𝑇,𝜎𝜎𝐺𝐺2) × 𝑝𝑝(𝑉𝑉�𝜎𝜎𝑉𝑉2) × 𝑝𝑝(𝑇𝑇�𝜎𝜎𝑇𝑇2)

= ��ℕ[(𝐺𝐺𝑗𝑗𝑗𝑗|𝑔𝑔�𝑉𝑉𝑗𝑗𝑇𝑇𝑇𝑇𝑘𝑘�,𝜎𝜎𝐺𝐺2]𝐼𝐼𝑗𝑗𝑗𝑗
𝐺𝐺

𝑄𝑄

𝑘𝑘=1

𝑁𝑁

𝑗𝑗=1

× �ℕ�𝑉𝑉𝑗𝑗�0,𝜎𝜎𝑉𝑉2𝑰𝑰�
𝑁𝑁

𝑗𝑗=1

× �ℕ(𝑇𝑇𝑘𝑘�0,𝜎𝜎𝑇𝑇2𝑰𝑰)
𝑄𝑄

𝑘𝑘=1

                                                                                       (3 − 8) 

And the probabilistic graph for the social tag based item model (SoRecItem) [4] can be 
described in Fig. 3-2.  

 
Fig. 3-2. SoRecItem probabilistic graph model 

3.3 Social Trust Based User Model 

Conditional probability distribution function of trust 𝐶𝐶𝑖𝑖𝑖𝑖 between 𝑈𝑈𝑖𝑖 and his (or her) friend 
𝑍𝑍𝑙𝑙 can be calculated as 

𝑝𝑝(𝐶𝐶�𝑈𝑈,𝑍𝑍,𝜎𝜎𝐶𝐶2) = ��ℕ[(𝐶𝐶𝑖𝑖𝑖𝑖|𝑔𝑔�𝑈𝑈𝑖𝑖𝑇𝑇𝑍𝑍𝑙𝑙�,𝜎𝜎𝐶𝐶2]𝐼𝐼𝑖𝑖𝑖𝑖
𝐶𝐶

𝑀𝑀

𝑙𝑙=1

𝑀𝑀

𝑖𝑖=1

                          (3 − 9) 

where 𝐼𝐼𝑖𝑖𝑖𝑖𝐶𝐶 is the indicator function, its value is 1 if 𝑈𝑈𝑖𝑖 and 𝑍𝑍𝑙𝑙 are friends, and 0 otherwise. 
The probability distribution of 𝑈𝑈 and 𝑍𝑍 can be calculated by the following equations. 

𝑝𝑝(𝑈𝑈�𝜎𝜎𝑈𝑈2) = �ℕ(𝑈𝑈𝑖𝑖|0,𝜎𝜎𝑈𝑈2𝑰𝑰)
𝑀𝑀

𝑖𝑖=1

                                                         (3 − 10) 

Tk Vj Ui

Gjk Rij

Tσ Vσ Uσ

Gσ Rσ

M

Q

N
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𝑝𝑝(𝑍𝑍�𝜎𝜎𝑍𝑍2) = �ℕ(𝑍𝑍𝑙𝑙|0,𝜎𝜎𝑍𝑍2𝑰𝑰)
𝑀𝑀

𝑙𝑙=1

                                                          (3 − 11) 

According to the Bayesian reference, posterior distribution of 𝑈𝑈 and 𝑍𝑍 can be represented 
as 

𝑝𝑝(𝑈𝑈,𝑍𝑍�𝐶𝐶,𝜎𝜎𝐶𝐶2,𝜎𝜎𝑈𝑈2,𝜎𝜎𝑍𝑍2) = 𝑝𝑝(𝐶𝐶�𝑈𝑈,𝑍𝑍,𝜎𝜎𝐶𝐶2) × 𝑝𝑝(𝑈𝑈�𝜎𝜎𝑈𝑈2) × 𝑝𝑝(𝑍𝑍�𝜎𝜎𝑍𝑍2)

∝��ℕ[(𝐶𝐶𝑖𝑖𝑖𝑖|𝑔𝑔�𝑈𝑈𝑖𝑖𝑇𝑇𝑍𝑍𝑙𝑙�,𝜎𝜎𝐶𝐶2]𝐼𝐼𝑖𝑖𝑖𝑖
𝐶𝐶

𝑀𝑀

𝑙𝑙=1

𝑀𝑀

𝑖𝑖=1

  

× �ℕ(𝑈𝑈𝑖𝑖�0,𝜎𝜎𝑈𝑈2𝑰𝑰)
𝑀𝑀

𝑖𝑖=1

× �ℕ(𝑍𝑍𝑙𝑙�0,𝜎𝜎𝑍𝑍2𝑰𝑰)
𝑀𝑀

𝑙𝑙=1

                                                                             (3 − 12) 

The probabilistic graph for the trust based user model (SoRec) [36] is shown in Fig. 3-3. 
 

 
Fig. 3-3. SoRec probabilistic graph model 

 

3.4 A Fusion Framework with Tag, Trust and Probability Matrix Factorization 

Based on the analysis of probability matrix factorization, social tag based user model, social 
tag based item model and social trust based user model, we make a fusion of all the 
approaches and put forward a unified social network recommendation framework, namely, 
STUIPMF. We get logarithm function of STUIPMF posterior probability distribution 
function as 

Vj Ui Zl

Rij Cil

Vσ Uσ Zσ

Rσ Cσ

M

N

M
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𝑙𝑙𝑙𝑙𝑙𝑙(𝑈𝑈,𝑉𝑉,𝑇𝑇,𝑍𝑍�𝑅𝑅,𝐹𝐹,𝐺𝐺,𝐶𝐶,𝜎𝜎𝑅𝑅2,𝜎𝜎𝐹𝐹2,𝜎𝜎𝐺𝐺2,𝜎𝜎𝐶𝐶2,𝜎𝜎𝑈𝑈2,𝜎𝜎𝑉𝑉2,𝜎𝜎𝑇𝑇2,𝜎𝜎𝑍𝑍2)

= −
1

2𝜎𝜎𝑅𝑅2
��𝐼𝐼𝑖𝑖𝑖𝑖𝑅𝑅

𝑁𝑁

𝑗𝑗=1

𝑀𝑀

𝑖𝑖=1

�𝑅𝑅𝑖𝑖𝑖𝑖 − 𝑔𝑔�𝑈𝑈𝑖𝑖𝑇𝑇𝑉𝑉𝑗𝑗��
2
−

1
2𝜎𝜎𝐹𝐹2

��𝐼𝐼𝑖𝑖𝑖𝑖𝐹𝐹
𝑄𝑄

𝑘𝑘=1

𝑀𝑀

𝑖𝑖=1

�𝐹𝐹𝑖𝑖𝑖𝑖 − 𝑔𝑔�𝑈𝑈𝑖𝑖𝑇𝑇𝑇𝑇𝑘𝑘��
2

−
1

2𝜎𝜎𝐺𝐺2
��𝐼𝐼𝑗𝑗𝑗𝑗𝐺𝐺

𝑄𝑄

𝑘𝑘=1

𝑁𝑁

𝑗𝑗=1

�𝐺𝐺𝑗𝑗𝑗𝑗 − 𝑔𝑔�𝑉𝑉𝑗𝑗𝑇𝑇𝑇𝑇𝑘𝑘��
2
−

1
2𝜎𝜎𝐶𝐶2

��𝐼𝐼𝑖𝑖𝑖𝑖𝐶𝐶
𝑀𝑀

𝑙𝑙=1

𝑀𝑀

𝑖𝑖=1

�𝐶𝐶𝑖𝑖𝑖𝑖 − 𝑔𝑔�𝑈𝑈𝑖𝑖𝑇𝑇𝑍𝑍𝑙𝑙��
2

−
1

2𝜎𝜎𝑈𝑈2
�𝑈𝑈𝑖𝑖𝑇𝑇𝑈𝑈𝑖𝑖

𝑀𝑀

𝑖𝑖=1

−
1

2𝜎𝜎𝑉𝑉2
�𝑉𝑉𝑗𝑗𝑇𝑇𝑉𝑉𝑗𝑗

𝑁𝑁

𝑗𝑗=1

−
1

2𝜎𝜎𝑇𝑇2
�𝑇𝑇𝑘𝑘𝑇𝑇𝑇𝑇𝑘𝑘

𝑄𝑄

𝑘𝑘=1

−
1

2𝜎𝜎𝑍𝑍2
�𝑍𝑍𝑙𝑙𝑇𝑇𝑍𝑍𝑙𝑙

𝑀𝑀

𝑙𝑙=1

−
1
2
���𝐼𝐼𝑖𝑖𝑖𝑖𝑅𝑅

𝑁𝑁

𝑗𝑗=1

𝑀𝑀

𝑖𝑖=1

� 𝑙𝑙𝑙𝑙𝜎𝜎𝑅𝑅2 −
1
2
���𝐼𝐼𝑖𝑖𝑖𝑖𝐹𝐹

𝑄𝑄

𝑘𝑘=1

𝑀𝑀

𝑖𝑖=1

� 𝑙𝑙𝑙𝑙𝜎𝜎𝐹𝐹2 −
1
2
���𝐼𝐼𝑗𝑗𝑗𝑗𝐺𝐺

𝑄𝑄

𝑘𝑘=1

𝑁𝑁

𝑗𝑗=1

� 𝑙𝑙𝑙𝑙𝜎𝜎𝐺𝐺2

−
1
2
���𝐼𝐼𝑖𝑖𝑖𝑖𝐶𝐶

𝑀𝑀

𝑙𝑙=1

𝑀𝑀

𝑖𝑖=1

� 𝑙𝑙𝑙𝑙𝜎𝜎𝐶𝐶2 −
1
2

(𝑀𝑀 × 𝐹𝐹)𝑙𝑙𝑙𝑙𝜎𝜎𝑈𝑈2  −
1
2

(𝑁𝑁 × 𝐹𝐹)𝑙𝑙𝑙𝑙𝜎𝜎𝑉𝑉2

−
1
2

(𝑀𝑀 × 𝐹𝐹)𝑙𝑙𝑙𝑙𝜎𝜎𝑍𝑍2 −
1
2

(𝑄𝑄 × 𝐹𝐹)𝑙𝑙𝑙𝑙𝜎𝜎𝑇𝑇2

+ 𝐶𝐶                                                                                      (3 − 13) 
where 𝐶𝐶 is an independent constant parameter. Maximum equation of (3-13) equals to the 
following minimization equation: 

ℒ(𝑈𝑈,𝑉𝑉,𝑇𝑇,𝑍𝑍,𝑅𝑅,𝐹𝐹,𝐺𝐺,𝐶𝐶)

=
1
2
��𝐼𝐼𝑖𝑖𝑖𝑖𝑅𝑅

𝑁𝑁

𝑗𝑗=1

𝑀𝑀

𝑖𝑖=1

�𝑅𝑅𝑖𝑖𝑖𝑖 − 𝑔𝑔�𝑈𝑈𝑖𝑖𝑇𝑇𝑉𝑉𝑗𝑗��
2

+
𝜆𝜆𝐹𝐹
2
��𝐼𝐼𝑖𝑖𝑖𝑖𝐹𝐹

𝑄𝑄

𝑘𝑘=1

𝑀𝑀

𝑖𝑖=1

�𝐹𝐹𝑖𝑖𝑖𝑖 − 𝑔𝑔�𝑈𝑈𝑖𝑖𝑇𝑇𝑇𝑇𝑘𝑘��
2

+
𝜆𝜆𝐺𝐺
2
��𝐼𝐼𝑗𝑗𝑗𝑗𝐺𝐺

𝑄𝑄

𝑘𝑘=1

𝑁𝑁

𝑗𝑗=1

�𝐺𝐺𝑗𝑗𝑗𝑗 − 𝑔𝑔�𝑉𝑉𝑗𝑗𝑇𝑇𝑇𝑇𝑘𝑘��
2

+
𝜆𝜆𝐶𝐶
2
��𝐼𝐼𝑖𝑖𝑖𝑖𝐶𝐶

𝑀𝑀

𝑙𝑙=1

𝑀𝑀

𝑖𝑖=1

�𝐶𝐶𝑖𝑖𝑖𝑖 − 𝑔𝑔�𝑈𝑈𝑖𝑖𝑇𝑇𝑍𝑍𝑙𝑙��
2

+
𝜆𝜆𝑈𝑈
2
�‖𝑈𝑈‖𝐹𝐹2
𝑀𝑀

𝑖𝑖=1

+
𝜆𝜆𝑉𝑉
2
�‖𝑉𝑉‖𝐹𝐹2
𝑁𝑁

𝑗𝑗=1

+
𝜆𝜆𝑇𝑇
2
�‖𝑇𝑇‖𝐹𝐹2
𝑄𝑄

𝑘𝑘=1

+
𝜆𝜆𝑍𝑍
2
�‖𝑍𝑍‖𝐹𝐹2
𝑀𝑀

𝑙𝑙=1

                                                                                             (3 − 14) 

where regularization parameters 𝜆𝜆𝐹𝐹 = 𝜎𝜎𝑅𝑅2/𝜎𝜎𝐹𝐹2, 𝜆𝜆𝐺𝐺 = 𝜎𝜎𝑅𝑅2/𝜎𝜎𝐺𝐺2, 𝜆𝜆𝐶𝐶 = 𝜎𝜎𝑅𝑅2/𝜎𝜎𝐶𝐶2, 𝜆𝜆𝑈𝑈 = 𝜎𝜎𝑅𝑅2/𝜎𝜎𝑈𝑈2,
𝜆𝜆𝑉𝑉 = 𝜎𝜎𝑅𝑅2/𝜎𝜎𝑉𝑉2,𝜆𝜆𝑇𝑇 = 𝜎𝜎𝑅𝑅2/𝜎𝜎𝑇𝑇2, 𝜆𝜆𝑍𝑍 = 𝜎𝜎𝑅𝑅2/𝜎𝜎𝑍𝑍2, and ‖∙‖𝐹𝐹 is the Frobenius norm. According to the 
stochastic gradient descent method, we get 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 12, NO. 5, May 2018                2093 

𝜕𝜕ℒ
𝜕𝜕𝑈𝑈𝑖𝑖

= �𝐼𝐼𝑖𝑖𝑖𝑖𝑅𝑅
𝑁𝑁

𝑗𝑗=1

𝑔𝑔′�𝑈𝑈𝑖𝑖𝑇𝑇𝑉𝑉𝑗𝑗��𝑔𝑔�𝑈𝑈𝑖𝑖𝑇𝑇𝑉𝑉𝑗𝑗� − 𝑅𝑅𝑖𝑖𝑖𝑖�𝑉𝑉𝑗𝑗 + 𝜆𝜆𝐹𝐹� 𝐼𝐼𝑖𝑖𝑖𝑖𝐹𝐹
𝑄𝑄

𝑘𝑘=1

𝑔𝑔′�𝑈𝑈𝑖𝑖𝑇𝑇𝑇𝑇𝑘𝑘��𝑔𝑔�𝑈𝑈𝑖𝑖𝑇𝑇𝑇𝑇𝑘𝑘� − 𝐹𝐹𝑖𝑖𝑖𝑖�𝑇𝑇𝑘𝑘

+ 𝜆𝜆𝐶𝐶�𝐼𝐼𝑖𝑖𝑖𝑖𝐶𝐶
𝑀𝑀

𝑙𝑙=1

𝑔𝑔′�𝑈𝑈𝑖𝑖𝑇𝑇𝑍𝑍𝑙𝑙��𝑔𝑔�𝑈𝑈𝑖𝑖𝑇𝑇𝑍𝑍𝑙𝑙� − 𝐶𝐶𝑖𝑖𝑖𝑖�𝑍𝑍𝑙𝑙 + 𝜆𝜆𝑈𝑈𝑈𝑈𝑖𝑖                                (3 − 15) 

𝜕𝜕ℒ
𝜕𝜕𝑉𝑉𝑗𝑗

= �𝐼𝐼𝑖𝑖𝑖𝑖𝑅𝑅
𝑀𝑀

𝑖𝑖=1

𝑔𝑔′�𝑈𝑈𝑖𝑖𝑇𝑇𝑉𝑉𝑗𝑗��𝑔𝑔�𝑈𝑈𝑖𝑖𝑇𝑇𝑉𝑉𝑗𝑗� − 𝑅𝑅𝑖𝑖𝑖𝑖�𝑈𝑈𝑖𝑖 + 𝜆𝜆𝐺𝐺� 𝐼𝐼𝑗𝑗𝑗𝑗𝐺𝐺
𝑄𝑄

𝑘𝑘=1

𝑔𝑔′�𝑉𝑉𝑗𝑗𝑇𝑇𝑇𝑇𝑘𝑘��𝑔𝑔�𝑉𝑉𝑗𝑗𝑇𝑇𝑇𝑇𝑘𝑘� − 𝐺𝐺𝑗𝑗𝑗𝑗�𝑇𝑇𝑘𝑘

+ 𝜆𝜆𝑉𝑉𝑉𝑉𝑗𝑗                                                                                                            (3 − 16) 

𝜕𝜕ℒ
𝜕𝜕𝑇𝑇𝑘𝑘

= 𝜆𝜆𝐹𝐹�𝐼𝐼𝑖𝑖𝑖𝑖𝐹𝐹
𝑀𝑀

𝑖𝑖=1

𝑔𝑔′�𝑈𝑈𝑖𝑖𝑇𝑇𝑇𝑇𝑘𝑘��𝑔𝑔�𝑈𝑈𝑖𝑖𝑇𝑇𝑇𝑇𝑘𝑘� − 𝐹𝐹𝑖𝑖𝑖𝑖�𝑈𝑈𝑖𝑖 + 𝜆𝜆𝐺𝐺�𝐼𝐼𝑗𝑗𝑗𝑗𝐺𝐺
𝑁𝑁

𝑗𝑗=1

𝑔𝑔′�𝑉𝑉𝑗𝑗𝑇𝑇𝑇𝑇𝑘𝑘��𝑔𝑔�𝑉𝑉𝑗𝑗𝑇𝑇𝑇𝑇𝑘𝑘� − 𝐺𝐺𝑗𝑗𝑗𝑗�𝑉𝑉𝑗𝑗

+ 𝜆𝜆𝑇𝑇𝑇𝑇𝑘𝑘                                                                                                           (3 − 17) 

𝜕𝜕ℒ
𝜕𝜕𝑍𝑍𝑙𝑙

= 𝜆𝜆𝐶𝐶�𝐼𝐼𝑖𝑖𝑖𝑖𝐶𝐶
𝑀𝑀

𝑖𝑖=1

𝑔𝑔′�𝑈𝑈𝑖𝑖𝑇𝑇𝑍𝑍𝑙𝑙��𝑔𝑔�𝑈𝑈𝑖𝑖𝑇𝑇𝑍𝑍𝑙𝑙� − 𝐶𝐶𝑖𝑖𝑖𝑖�𝑈𝑈𝑖𝑖 + 𝜆𝜆𝑍𝑍𝑍𝑍𝑙𝑙                                                      (3 − 18) 

The probabilistic graph for STUIPMF can be described in Fig. 3-4.  
To reduce computational complexity, we set regularization parameters 𝜆𝜆𝑈𝑈 = 𝜆𝜆𝑉𝑉 = 𝜆𝜆𝑇𝑇 =

𝜆𝜆𝑍𝑍 = 𝜆𝜆𝐹𝐹 = 𝜆𝜆𝐺𝐺 = 𝜆𝜆𝐶𝐶 = 𝜆𝜆 in the latter experiments. 
 

 
Fig. 3-4. STUIPMF probabilistic graph model 
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3.5 Complexity Analysis 

In the stochastic gradient descent method, the main computation is consumed on objective 
function ℒ  and the related derivative operations. 𝑅𝑅𝑖𝑖𝑖𝑖 , 𝐶𝐶𝑖𝑖𝑖𝑖 , 𝐹𝐹𝑖𝑖𝑖𝑖  and 𝐺𝐺𝑗𝑗𝑗𝑗  are all sparse 
matrixes, so time complexity of ℒ  is 𝑂𝑂(𝜌𝜌𝑅𝑅𝑓𝑓 + 𝜌𝜌𝐶𝐶𝑓𝑓 + 𝜌𝜌𝐹𝐹𝑓𝑓 + 𝜌𝜌𝐺𝐺𝑓𝑓) , where 𝑓𝑓  is the 
dimension of latent feature vector, 𝜌𝜌𝑅𝑅, 𝜌𝜌𝐶𝐶, 𝜌𝜌𝐹𝐹 and 𝜌𝜌𝐺𝐺 are the number of non-zero items in 

𝑅𝑅𝑖𝑖𝑖𝑖, 𝐶𝐶𝑖𝑖𝑖𝑖, 𝐹𝐹𝑖𝑖𝑖𝑖 and 𝐺𝐺𝑗𝑗𝑗𝑗, respectively. Computational complexities of 𝜕𝜕ℒ
𝜕𝜕𝑈𝑈𝑖𝑖

 , 𝜕𝜕ℒ
𝜕𝜕𝑉𝑉𝑗𝑗

 , 𝜕𝜕ℒ
𝜕𝜕𝑇𝑇𝑘𝑘

 and 𝜕𝜕ℒ
𝜕𝜕𝑍𝑍𝑙𝑙

 

are 𝑂𝑂(𝜌𝜌𝑅𝑅𝑓𝑓 + 𝜌𝜌𝐶𝐶𝑓𝑓 + 𝜌𝜌𝐹𝐹𝑓𝑓), 𝑂𝑂(𝜌𝜌𝑅𝑅𝑓𝑓 + 𝜌𝜌𝐺𝐺𝑓𝑓), 𝑂𝑂(𝜌𝜌𝐶𝐶𝑓𝑓), respectively. Therefore, the overall 
time complexity of STUIPMF is (𝜌𝜌𝑅𝑅𝑓𝑓 + 𝜌𝜌𝐶𝐶𝑓𝑓 + 𝜌𝜌𝐹𝐹𝑓𝑓 + 𝜌𝜌𝐺𝐺𝑓𝑓)  and the computational 
complexity is linearly to four sparse matrixes 𝑅𝑅𝑖𝑖𝑖𝑖, 𝐶𝐶𝑖𝑖𝑖𝑖, 𝐹𝐹𝑖𝑖𝑖𝑖 and 𝐺𝐺𝑗𝑗𝑗𝑗. All these indicate 
STUIPMF has good scalability and capable of handling large-scale datasets. 

4. Experiments and Analysis 

In this section, we conduct experiments on publicly available dataset and compare the results 
with the existing state-of-art recommender methods (PMF, SoRecUser, SoRecItem and 
SoRec). In the entire process, we address the following three issues: 

(1) How does our recommender model compare with the baseline algorithms? 
(2) To what extent our recommendation algorithm alleviates the challenge caused by 

data sparsity? 
(3) Whether our recommender approach can handle large-scale datasets efficiently? 

4.1 Dataset  

To test the effectiveness of our recommendation model, we collect a publicly available 
Last.fm dataset—the hetrec2011-lastfm-2k data1, which was released in the 2nd International 
Workshop on Information Heterogeneity and Fusion in Recommender Systems (HetRec 
2011). The dataset was obtained from Last.fm online music system. It contains 1892 users, 
17632 items, 11946 tags, 92834 ratings, 12717 friend records, with an average of 98.562 tags 
per user and 14.891 tags per item. All the users are connected by means of friendship. The 
relationship between users, tags and music artists in the dataset are structured and stored in 
[user, tag, artist] tuples. 

4.2 Measures 

In this paper two popular accuracy indicators, the Root Mean Squared Error (RMSE) and the 
Mean Absolute Error (MAE) [37], are used to evaluate the effectiveness of our 
recommendation model. RMSE and MAE between the predicted and actual ratings can be 
obtained according to the following formulas: 

1 http://ir.ii.uam.es/hetrec2011/datasets.html 
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𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = �
∑ (𝑅𝑅𝑢𝑢𝑢𝑢 − 𝑅𝑅𝑢𝑢𝑢𝑢� )2(𝑢𝑢,𝑖𝑖)∈𝑁𝑁

|𝑁𝑁|
                                                            (3− 19) 

𝑀𝑀𝑀𝑀𝑀𝑀 =
∑ |𝑅𝑅𝑢𝑢𝑢𝑢 − 𝑅𝑅𝑢𝑢𝑢𝑢� |(𝑢𝑢,𝑖𝑖)∈𝑁𝑁

|𝑁𝑁|
                                                                     (3− 20) 

where 𝑅𝑅𝑢𝑢𝑢𝑢  are actual ratings for test set 𝑁𝑁 of user-item pairs (𝑢𝑢, 𝑖𝑖), and 𝑅𝑅𝑢𝑢𝑢𝑢�  are the 
predicted value. Usually, 𝑅𝑅𝑢𝑢𝑢𝑢 can be calculated offline and 𝑅𝑅𝑢𝑢𝑢𝑢�  can be calculated from any 
recommender models. 

4.3 Setup and Metrics 

As listed in Tab. 3-1, 𝑀𝑀,𝑁𝑁,𝑄𝑄 , 𝑅𝑅𝑖𝑖𝑖𝑖 , 𝐹𝐹𝑖𝑖𝑖𝑖 , 𝐺𝐺𝑗𝑗𝑗𝑗  and 𝐶𝐶𝑖𝑖𝑖𝑖  can be acquired from the 
experimental dataset directly, 𝑈𝑈𝑀𝑀∗𝐹𝐹 , 𝑉𝑉𝑁𝑁∗𝐹𝐹 , 𝑍𝑍𝑀𝑀∗𝐹𝐹  and 𝑇𝑇𝑄𝑄∗𝐹𝐹 , can be obtained by 
probabilistic matrix factorization, and 𝑅𝑅𝚤𝚤𝚤𝚤�  can be calculated according to the different social 
network recommendation models. The calculation of latent feature vectors (𝑈𝑈𝑀𝑀∗𝐹𝐹, 𝑉𝑉𝑁𝑁∗𝐹𝐹, 
𝑍𝑍𝑀𝑀∗𝐹𝐹 and 𝑇𝑇𝑄𝑄∗𝐹𝐹) is very important in our experiments, and we take 𝑈𝑈𝑀𝑀∗𝐹𝐹 and 𝑉𝑉𝑁𝑁∗𝐹𝐹 as 
examples to demonstrate the calculated values with part of Last.fm dataset. Fig. 4-1 shows a 
user-item matrix with 6 users and 8 rated items. After probabilistic matrix factorization, two 
latent feature vectors (𝑈𝑈 and 𝑉𝑉) can be acquired. As show in Fig. 4-2 and Fig. 4-3, 𝑈𝑈𝑚𝑚 and 
𝑉𝑉𝑛𝑛 are the latent feature vectors of users 𝑢𝑢𝑚𝑚 and 𝑣𝑣𝑛𝑛, respectively. 

We randomly split the Last.fm dataset into two non-overlapping sets: a training set and a 
test set, where the proportion of training data is 80% and 90%, respectively, and the 
remainder of the dataset is used as test data. In the experiments, we set training speed 
parameter 𝛼𝛼 to 0.001 and latent feature vector dimension 𝐹𝐹 to 5. To find an optimized 
value for regularization parameter 𝜆𝜆, we set it to different values to examine the final 
recommendation precision in STUIPMF. As is shown in Fig. 4-4 that there is an obvious 
influence of 𝜆𝜆 on MAE and RMSE. Specifically, both MAE and RMSE decrease apparently 
while 𝜆𝜆 increase from 0.004 to 0.007, and then grow up almost linearly when 𝜆𝜆 exceed 
0.007. Therefore, we set 𝜆𝜆 to 0.007, which is the mean value of the selected test data in the 
latter comparison experiments. 

 

  
Fig. 4-1. User-item Matrix          Fig. 4-2. User latent feature vector 
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Fig. 4-3. Item latent feature vector 

 
Fig. 4-4. The impact of regularization parameter 𝜆𝜆 on recommendation result in STUIPMF 

4.4 Comparisons  

In the experiments, the compared approaches include: 
(1) PMF: it is one of the most well-known models in matrix factorization, and we have 

explained its basic principle in detail in Section 2.3. 
(2) SoRecUser: this is a promising method that takes both items’ ratings and users’ tags 

into account. Its objective function is shown in Equation (3-4). 
(3) SoRecItem: this method makes full use of both users’ ratings and items’ tags to 

generate recommendations based on the probability calculated by Equation (3-8). 
(4) SoRec: the method uses both users’ ratings and users’ trust. Its objective function is 

shown in Equation (3-12). 
(5) STUIPMF: this is the method proposed in the paper. Its objective function is shown in 

Equation (3-13). 

4.4.1 Performance Comparison 

Tab. 4-1 and Tab. 4-2 report the recommendation results by comparing approaches while 
latent feature dimension value 𝐹𝐹 is set to 5 and 10. The results indicate that: 

—STUIPMF outperforms PMF, SoRecUser, SoRecItem and SoRec with different latent 
feature dimension values, no matter take 80% or 90% of the dataset as training set. For 
instance, in performance comparisons using 80% of the dataset as training set, STUIPMF 
attains 0.7138 in terms of MAE when latent feature dimension value 𝐹𝐹 is set to 5, while 
under the same condition, PMF achieves 0.7461 for the counterpart test.  
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—Both SoRecUser and SoRecItem integrate social tag information and achieve better 
performance than PMF; SoRec incorporates social trust information, and get better 
performance than PMF; Meanwhile, STUIPMF make an integrated usage of social tag, 
social trust and rating, and outperforms all other methods listed in Tab. 4-1. This implies the 
importance of fusing multidimensional information in social network recommendation. 

—With the increase of latent feature dimension value 𝐹𝐹, the recommendation accuracy 
tends to decrease for PMF, SoRecUser, SoRecItem, SoRec and STUIPMF. 

 
Table 4-1. Performance comparisons using 80% of the dataset as training set 

Methods 
𝐹𝐹 = 5 𝐹𝐹 = 10 

MAE RMSE MAE RMSE 
PMF 0.7461 0.7526 0.7493 0.7422 

SoRecUser 0.7258 0.7330 0.7228 0.7269 
SoRecItem 0.7327 0.7391 0.7309 0.7347 

SoRec 0.7350 0.7427 0.7349 0.7355 
STUIPMF 0.7138 0.7211 0.7124 0.7188 

 
Table 4-2. Performance comparisons using 90% of the dataset as training set 

Methods 
𝐹𝐹 = 5 𝐹𝐹 = 10 

MAE RMSE MAE RMSE 
PMF 0.7441 0.7512 0.73283 0.7398 

SoRecUser 0.7203 0.7276 0.7188 0.7237 
SoRecItem 0.7309 0.7380 0.7302 0.7376 

SoRec 0.7277 0.7417 0.7335 0.7371 
STUIPMF 0.7099 0.7175 0.7072 0.7124 

 

4.4.2 Data Sparsity 

Data Sparsity is deemed as one of the greatest challenges in recommender systems. To 
examine the performance of the proposed STUIPMF in different data sparsity conditions, we 
group all the users in the 80% training dataset based on users’ rating numbers. Here, users 
are divided into 6 groups: “1-5”, “6-25”, “26-45”, “46-65”, “66-80”, “81-160” and “>160”. 
Fig. 4-5 gives an overall picture of the distribution on different range of users’ rating number. 
It shows that 50.8% of the users have less than 5 ratings, and 20.6% of the users have 6-25 
ratings. 
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Fig. 4-5. Distribution of user types 

 

Fig. 4-6. Performance comparison on different user categories 
 

From Fig. 4-6, we can find that the proposed STUIPMF outperforms PMF, SoRecUser, 
SoRecItem and SoRec on different user types, evaluated by MAE and RMSE. The reason 
lies in the fact that STUIPMF incorporate three categories of social data sources (tag, rating 
and trust). Under conditions of sparse data, for example, seldom rating exits, user latent 
feature vector can be obtained by many ways, such as user-item matrix or user-trust matrix. 
Therefore, STUIPMF can effectively alleviate data sparsity problem to a certain extent.  

5 Conclusion 

This paper investigates the characteristics of social network applications and the exiting 
recommender approaches. Based on the basic understanding that rating, tag and trust reflect 
a user's behavior or item’s attribute, the paper put forward a unified recommender model 
STUIPMF to incorporate three different kind of information together within probability 
matrix factorization framework. The computational analysis shows that STUIPMF has good 
scalability and able to handle very large-scale datasets. In addition, performance comparison 
results indicate the proposed model outperforms PMF, SoRecUser, SoRecItem and SoRec 
while evaluated by MAE and RMSE.  

In the future, we will focus on two worthy directions: (1) how to choose more reasonable 
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parameter values to improve STUIPMF and (2) how to incorporate other available 
information, such friendship and location context into our model to achieve higher 
recommendation accuracy. 
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