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Abstract 
 

This work is mainly focused on two major topics in cloud platforms by using OpenStack as a 
case study: management and provisioning of resources to meet the requirements of a service 
demanded by remote end-user and relocation of virtual machines (VMs) requests to offload 
the encumbered compute nodes. The general framework architecture contains two subsystems: 
1) An orchestrator that allows to systematize provisioning and resource management in 
OpenStack, and 2) A resource utilization based subsystem for vibrant VM relocation in 
OpenStack. The suggested orchestrator provisions and manages resources by: 1) manipulating 
application program interfaces (APIs) delivered by the cloud supplier in order to 
allocate/control/manage storage and compute resources; 2) interrelating with software-defined 
networking (SDN) controller to acquire the details of the accessible resources, and training the 
variations/rules to manage the network based on the requirements of cloud service. For 
resource provisioning, an algorithm is suggested, which provisions resources on the basis of 
unused resources in a pool of VMs. A sub-system is suggested for VM relocation in a cloud 
computing platform. The framework decides the proposed overload recognition, VM 
allocation algorithms for VM relocation in clouds and VM selection.  
 
 
Keywords: Orchestration, OpenStack, resource allocation, VM migration 

http://doi.org/10.3837/tiis.2018.11.013                                                                                                                  ISSN : 1976-7277 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 12, NO. 11, November 2018                          5405 

1. Introduction 

In the framework of cloud computing, resource provisioning is the method of assigning 
networking, compute, and (ultimately) energy resources to a cluster of applications, in a way 
that propose to jointly fulfill the performance necessities of the users of the cloud resources, 
the applications, and the infrastructure suppliers. The requirements of the suppliers revolve 
around operational and effective resource deployment within the limitations of SLAs with the 
cloud users. Operational resource deployment is usually achieved through virtualization tools, 
which enable numerical pooling of resources through customers and applications. The goals of 
the cloud users are subjective to the scaling of existing resources as a concequence of changing 
application demands, their availability and application performance [1]. 
 In this study, an instrumentation framework for resource provisioning and organization is 
suggested, which allows to automate resource organization and provisioning for users across 
network and clouds by: 1) manipulating APIs delivered by the cloud supplier in order to 
compute and allocate/control/manage storage resources; 2) networking with SDN controller to 
obtain the details of the existing resources, and inculcating the rules/changes to organize the 
network dependent on the cloud service necessities. For resource distribution, a proposed 
algorithm distributes resources on the basis of unused resources in a pool of VMs. Moreover, a 
service perception model is used, which is supplied to the orchestrator for provisioning the 
resources dynamically and analytically based on the necessities of the demands made by 
remote end-user. 
 To that end, in this paper, we present an integrated orchestration of cloud and network 
resources for on-demand resource provisioning to meet dynamic service requirements. Our 
proposed orchestration framework manages network resources through interaction with 
ONOS SDN controller [28], and handles cloud resources through interaction with OpenStack 
[16]. The orchestrator also communicates with a monitoring module to collect cloud and 
network infrastructure-related information stored in an internal database server. In addition, 
we use a service abstraction model [23], which is delivered to the orchestrator for provisioning 
the resources systematically and dynamically.  
 Recently, the power depletion of cloud computing has enhanced, which is reliant on the 
resource usage, particularly the CPU usage. The drawback of power depletion stimulated 
several researchers all over the world to study the power depletion of CPU [2], network [3], etc. 
Therefore, service suppliers need to rigorously manage with the physical resource to guarantee 
an ability of high QoS without violating SLA. In infrastructure as a service (IaaS), the 
abundantly loaded aggressive alliance of VMs or physical machine (PM) on the same PM is 
the source of SLA desecration. Therefore, a fit procedure is required by the cloud suppliers to 
achieve the resource in a lively way as to guarantee QoS for the customers. Henceforth, we 
consider that typically common process that initiates an overloaded machine is a damaging 
alliance that can be avoided by making live relocation at a suitable time, as along with taking 
into consideration the cost of transfer. 
 The main test is that which VM should be relocated and where the relocated machine 
should be placed. Most studies emphasis on resource use to make choice for relocation action 
[4, 5], but in this case relocation action may result in performance deterioration if not 
controlled suitably during the relocation process. Altered VMs have dissimilar workload 
features and arrangements [6] that lead to diverse relocation costs. 



5406                                          Afaq Muhammad et al:  A Novel Framework for Resource Orchestration in OpenStack Cloud Platform 

 In this study, a sub-system is suggested for vibrant VM relocation in a cloud platform. The 
structure implements the suggested overload recognition, VM allocation and VM selection 
algorithms for vibrant VM relocation. Moreover, with the support of experiments, it is 
displayed that the suggested algorithms outdo the procedures that are considered for the 
determination of assessment [7]. 

In this paper, the following research problems are investigated: 
• Abstraction of service requirements. In order to make orchestrator easily understand 

the service requirements, they required to be abstracted. 
• Allocation of resources. In order to fulfil the requirements of the requested service, an 

element is needed to allocate resources. 
• Management of network and cloud resources. Automation of resource provisioning 

and management for users across networks and clouds. 
• Initiation of VM migration. It is important to determine a suitable time for migrating 

VMs from an overloaded compute node. 
• Selection of VMs for migration. After overload detection, only those VMs need to be 

selected which are utilizing most of the resources of a compute node. 
• VMs placement. It is necessary to select the most efficient compute node for VM 

allocation.   
The following points have been outlined in order to address the aforementioned issues:  
• Deployment of a physical testbed that comprises an OpenStack platform, 

implementing the orchestrator and a VM migration framework. 
• Delivering the abstracted service requirements to the orchestrator by designing and 

implementing a service abstraction communicator. 
• Develop and implement algorithms for resource allocation, overload detection, VM 

selection for migration, and placement on the most efficient compute node.  
The rest of the paper is organized as follows. In Section 2, related work is presented. In 
Section 3, the orchestration framework, its major components, and the performance 
analysis of the proposed resource allocation algorithm are presented. In Section 4, a 
framework for VM migration working in parallel with the orchestrator, its components, 
and the performance analysis of the three proposed algorithms are discussed. The paper 
concludes in Section 5. 

2. Related Work 
Resource provisioning [8] includes the management, withdrawing, design,and manipulation 
of cloud resources, i.e., storage, compute, and network, to fulfil client needs, while imitating to 
operational intents of the cloud service providers at the same time. We discuss that cloud 
arrangement is extremely difficult. Primarily, as numerous novel proposals [9, 10, 11, 12] 
have expressed, cloud management is essentially intricate due to the scale, heterogeneity, 
simultaneous infrastructure and user services, that share a mutual set of physical resources. 
Secondly, arrangements of several resource types interrelate with each other e.g. the sites of 
VMs have an outcome on storage location, which in turn affect bandwidth usage outside and 
within to a data center. Thirdly, cloud resources have to be prearranged in a manner that not 
only realizes operational objectives of provider, but also guarantees that the client SLAs can 
be frequently met as runtime circumstances change.  
 Resource orchestration in cloud system is dissimilar from the customary network systems 
and the characteristics of the operators, cloud’s services, and architecture yields some 
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necessities in resource management which should be sensibly addressed [29, 30]. It includes 
discovery, allocation, and monitoring of physical resources, such as RAM, CPU cores, 
network bandwidth, and disk space. 
 Resource allocation is the process of allocating available resources to the required cloud 
applications over the Internet. An  improper allocation of resources may lead to ceasing of 
services. Recently, the cloud computing resource distribution model and algorithm have been 
extensively studied. Among numerous resource allocation plans, [13] recommended a virtual 
resource organization model that assigns resources by means of the resource reserve plan and 
division, while assuring the usefulness for the users to consume the virtual resources. In [14], 
authors suggested a virtual resource distribution mechanism based on usefulness, but the 
authors only considered single dimension as the CPU. In this study, the difficulty of virtual 
cloud resource distribution has been addressed by increasing it two dimensions, i.e., memory 
and CPU. 
  Multi-Criteria Decision Analysis (MCDA) [31] is a famous concept that helps in selecting 
a solution among several options by assessing multiple criteria, specifically in decision 
making. In [24], authors have used MCDA to select an optimum alternative among the 
available resources. A physical machine which has the available resources to meet the 
requested service requirements, is selected among several other physical machines. More 
precisely, resource provisioning is disintegrated into independent tasks, where each task is 
carried out on a physical machine in a data center. Based on the statistics retrieved from each 
physical machine, the configurations are carried out through MCDA for making a decision. If 
there is no physical machine in the data center that can offer its resources then no action is 
taken. Otherwise, a physcial machine is selected among other physical machines using 
MCDA. 
 One of the initial works [15], which emphases on vibrant VM relocation, was applied to 
unburden an overburdened physical machine. Though, the model intended for the optimization 
of the vibrant VM distribution has taken into account the cost of VM relocation, the authors 
did not applied any algorithm for determining when it was compulsory to perform the VM 
distribution optimization. The considered model was appealed periodically to regulate the VM 
distribution, which needs an additional performance any essential demand for optimization 
operation. 
 OpenStack, one of the eminent cloud platforms for both private and public clouds, was 
proclaimed in 2010 [16]. Among numerous existing sub-projects, OpenSack Nova [17] is the 
central project of OpenStack, which offers IaaS on demand. An example/VM can be tossed by 
means of OpenStack Nova on the effective compute node, which meets the client’s desires. 
Though, OpenStack supports quick relocation technique, the manager has to physically 
mediate within the suitable time to transfer a VM occurrence from one compute node to 
another. This characteristic of OpenStack is valuable whenever a compute node, where many 
VM illustrations are running, requires to maintain or reallocate load. Though, the essential 
obligation for leading a vibrant live relocation, which warranties the SLA and QoS, is the VM 
relocation decision taken at an appropriate time. This deficiency of vibrant VM relocation 
leads to look for asuitable method to measure and monitor the load so as to migrate VMs to 
effective compute nodes. This method should be compliant with the resource usage requisite 
of on demand up/down scaling. Furthermore, new virtualization methods do not deliver 
enough performance segregation among the VMs. The disagreement for physical resources 
amongst VMs leads to dissimilar performance impact level among the VMs. 
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 In order to regulate the time to invoke the relocation of VMs from a host, an experiment for 
setting a utilization threshold was primarily suggested in [18]. The main idea of their 
experiment was to adjust an operational threshold based on the CPU operation. In this study, 
the similar method is followed, but the host is discovered to be burdened if the mean of the 
former n CPU utilization quantifications is more than the pre-defined threshold value.   
 After shaping an overloaded host, the next step is to choose the VM(s) to transfer from one 
host to another. The three policies of VM selection particularly used in this study are provided 
as follows: 

• Minimum Migration Time (MMT): This policy suggest that the VM selected to 
migrate needs least amount of time to complete relocation, related to other VMs 
assigned to the host.  

• Random Choice (RC): This policy arbitrarily chooses VMs to transfer. 
• Maximum Utilization (MU): This policy is based on certain VMs which are essential 

to be transferred in such a way that VMs with utmost CPU utilization, related to other 
VMs, are considered primarily.    

 The VM reallocation issue is handled by mapping VMs to the most well-organized hosts. In 
the preceding two years, there has been incredible awareness in this field and several 
algorithms have been suggested for VM placement. Most works emphasis on the CPU 
operation as the most significant resource and describe hosts in terms of their CPU ability and 
VMs in terms of their CPU load [18, 19, 20]. In [21], authors use the First Fit (FF) method 
which checks all the hosts and explores the appropriate host where the CPU exploitation is the 
minimum. Instead, a few reports make the problem multi-dimensional by also keeping in view 
a few other resource types such as memory and I/O. In this study, the latter method has been 
surveyed by taking in account the RAM in addition to CPU when determining effective 
compute nodes for VM placement.     
 More specifically, in this work, a methodology has been proposed and applied in a real 
environment for the renowned cloud computing software called OpenStack. In this 
methodology, every compute node sends RAM and CPU utilization numbers of each VM 
instance that is organized on this compute node. Based on these numbers, the algorithms 
running on the control node identify an overloaded VM occurrence, choose it, and place it on 
an effective compute node. 

3. Resource Orchestration Framework and its Major Components 
This section presents a novel service-oriented resource orchestration framework. The 
objective of the orchestration framework is to deliver main components in order to organize 
cloud and network resources necessary for cloud services to fulfill requests generated by 
distant end-users.  

3.1 Proposed Architecture 
The general architecture of suggested orchestration framework is demonstrated in Fig. 1. It 
comprises two essential building blocks: (i) The Orchestrator, (ii) Service Abstraction Model. 
We utilized Service Abstraction Model (SAM) for the orchestrator, with which the 
orchestrator comprehends the necessities of the requested services and delivers the resources 
for the services. The orchestrator is accountable for resource distribution based on the requests 
produced by distant end-users. The Cloud Resource Communicator (CRC) and Network 
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Resource Communicator (NRC) segments of orchestrator are intended to manage cloud and 
network resources respectively. Infra Monitor segment gathers network and cloud 
infrastructure-related data stored in an internal database server for usage by the Resource 
Allocator.  
 

 

Fig. 1. Proposed orchestration framework 

3.2 Service Abstraction Model 
With our existing service concept model [22], the orchestrator obtains the abstracted 
necessities of the requested services, and maintains networks performance to meet the 
requested service requirements. The orchestrator deals with the vibrant nature of the services 
by simply varying the networks accordingly. Our service abstraction model abstracts the 
requested service parameters to legacy network services and support future. The general 
concept of the service concept model is portrayed in Fig. 2. 
 

 
 

Fig. 2. The service abstraction model   

 The service requests are defined in the service concept depiction of service concept layer. 
The requirements are categorized into three classifications, i.e., Context, Content and 
Resources. The service-related parameters are delivered by Content. They may be resolution 
and standard of a audio bit-rate, video, and QoS. The user-related parameters are enclosed by 
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Context. They may be location and schedule  of the service, or concern of the user. The 
requirements of the infrastructural resources are delivered by Resource. All these three sets of 
parameters are transformed into XML format, and are analyzed at service concept depiction 
module. After that, the communication manager module assign these requirements of a service 
to the orchestrator.  
 The communication between service applications and service abstraction layer is carried 
out in XML format. The request handler manager handles the incoming request and stores 
them in a database, where each request is assigned a status flag. Initially, the flag status is 
pending. All the requests having pending status are inspected in the database and are sent to 
the orchestrator to be processed via communication manager. The communication manager 
receives the response about the acceptance or rejection of the service request by the 
orchestrator, which is then changed in the database accordingly.  

3.2.1 Service Abstraction Communicator 
A JSON-RPC server-client segment is implemented to transport inattentive service requests to 
the orchestrator. The general structure of this module comprises a method that is defined in the 
abstracted service parameters and requested object. As described in Fig. 3, the service concept 
server modules and client interconnect with each other by means of a TCP channel. The 
inattentive service constraints are sent as a request from the service abstraction client unit to 
the service abstraction server module where they are analyzed and distributed to the 
orchestrator.  

 

Fig. 3. Service Abstraction Communicator Module   

3.3 The Orchestrator 
It is the core building block of our suggested orchestration framework. Its essential module, 
Resource Allocator assigns resources in the form of VMs in order to meet the requirements of 
the requested applications, which are requested by distant end-users. Once a request is 
established, it is essential to define what VMs are the most suitable to be assigned. This 
problem is resolved by algorithms for VM selection. One such model can be choosing a VM 
arbitrarily from a group of VMs allocated to the host. Instead, based on our planned algorithm, 
Algorithm 1, named maximum RAM minimum CPU utilization (MRMC) procedure, VMs 
with the highest amount of RAM are primarily selected, and then out of these particular VMs, 
the VM with the lowest CPU consumption averaged over the last n quantifications is choosen. 
The algorithm takes n number of preceding CPU utilizations, RAM and CPU application 
numbers of VMs, and a pre-defined CPU utilization threshold. It begins with first arranging 
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the VMs in terms of their RAM utilization in an ascending order. Then, from the arranged list 
of VMs, the average value of the preceding n number of CPU utilizations of each VM is 
determined. If the intended mean value of CPU utilization of any specific VM in the arranged 
VM list is less than or equal to the pre-defined CPU operation threshold value, it is designated 
and reverted as an output of the algorithm for resource distribution.  
 

 

Moreover, the Big-O time complexity for Algorithm 1 is given as: 
𝑇(𝑛) = 𝑂(𝑚2 + 𝑚𝑛) 

where m is vm_list.    

3.3.1 Network Resource Communicator 
The NRC module is liable for handling the network infrastructure resources. As shown in Fig. 
4, the NRC module interrelates with the SDN controller in order to get the details of existing 
resource, as well as to POST the rules/changes to manage the network. We use ONOS as the 
SDN controller. The NRC module uses the REST API of ONOS controller in order to obtain 
the information of devices, flows etc. It can GET the LINKS, INTENTS, FLOWS, and 
DEVICES. It can also POST intent as per the application requirements. The south bound API 
of ONOS offers an idea of the real physical network infrastructure. 
 There is a function/method defined in the NRC segment, which recovers the statistics 
linked to the network devices and links from the ONOS SDN controller and groups it in a 
variable. This data is joint with the orchestrator for managing and observing purpose. The 
NRC correspondent module also permits for installing host-to-host targets on ONOS SDN 
controller by means of HTTP POST method. 

3.3.2 Cloud Resource Communicator 
The CRC segment is intended for interrelating with the OpenStack and handling the 
compute/network resources inside OpenStack conferring to the user requirements. As 
illustrated in the Fig. 5, OpenStack delivers diverse APIs that can be utilized to 
allocate/control/manage resources on the physical infrastructure. The CRC module uses the 
uniqueness of API to verify with the OpenStack cloud in the very first step. Then it utilizes the 
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neutron API to create/modify/delete occupant networks inside OpenStack, and compute API 
to cope compute resources.  

 

Fig. 4. Network resource communicator module 
 
 There is a function/method defined in the CRC segment, which recovers the data related to 
the previously propelled VM cases in OpenStack and collects it in a variable. Another function 
for making networks uses HTTP POST request to make occupant networks in OpenStack. It 
initially uses the unique information and makes a session with OpenStack and then makes a 
network with the name as stated in the parameters. There are also numerous other functions 
defined in CRC module that permit the orchestrator to remove the VM cases and networks in 
OpenStack clouds.  
 

 
Fig. 5. Cloud resource communicator module 

 

3.4 Implementation of Proposed of Proposed Resource Orchestration 
Framework 
As depicted in Fig. 6, the CRC module of the Orchestrator handles compute/network 
resources in OpenStack rendering to the user requirements. A function/method has been 
defined in this segment which obtains numerous options as input variables and uses HTTP 
POST to establish a VM/instance in OpenStack. Similarly, the NRC module handles the 
network resources by interacting with ONOS SDN controller. The dafault Module Layer 2 
(ML2) plug-in in OpenStack Neutron allows OpenStack networking to simultaneously utilize 
several layer 2 networking technologies existing in data centers. However, in the testbed under 
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consideration, the integration of ONOS SDN controller with OpenStack  mechanism driver 
enables ONOS SDN controller to handle layer 2 networking instead of the default OVS 
mechanism driver. Similarly, ONOS layer 3 plug-in replaces OpenStack’s default router 
plugin for layer 3 routing purpose. 
 

 

Fig. 6. Exchange of messages between different modules for VM creation 
 

3.4.1 Performance Analysis of Proposed MRMC Algorithm 
When a request is received, it is compulsory to assign the suitable VMs in terms of accessible 
resources. These VMs can be either choosen by means of efficeient methodology or arbitrarily. 
Nevertheless, arbitrary VM choice may lead to performance deprivation because the choosen 
VMs may have maximum CPU utiliation and least RAM. We address this issue by suggesting 
MRMC algorithm, which selects VMs on the basis of maximum RAM and minimum CPU 
utilization. It receives historical information on the resource usage by VMs running on the 
compute nodes and sends back a set of VMs to be assigned. The VMs experience dynamic 
workloads, which leads to the facts that the CPU and RAM usage by any VM arbitrarily 
changes over time.  
 The enactment of our proposed MRMC algorithm is matched with two algorithms, i.e., 
resorce allocation algorithm and the random VM selection scheme given in [23]. The 
assessment is first performed for VM choice on the basis of the amount of used RAM from the 
pool of VMs. All the algorithms are run ten times with the time difference of five seconds 
between each run. It can be evidently seen in Fig. 7 that MRMC algorithm outclasses the 
arbitrary VM selection scheme. For each run, the MRMC algorithm selects VM(s) with least 
RAM utilization, whereas the arbitrary VM selection scheme selects VM(s) without taking 
into consideration the quantity of RAM accessible on each VM. The proposed MRMC also 
outclasses the MCDA algorithm as the MCDA algorithm makes choice on the basis of existing 
resources. It basically allocates a compute node which has the offered resources to meet the 
requirements of the requested service. On the other hand, our suggested MRMC algorithm has 
two-dimensional selection criteria. It first chooses those VMs from a pool of VMs which have 
the maximum amount un-utilized RAM for distribution.  
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Fig. 7. Performance analysis of MRMC for minimum occupied RAM 
 
 In the next step, the proposed MRMC algorithm assigns the resource (VM) from a set of 
previously selected VM(s) having the maximum amount of un-utilized RAM by defining the 
VM with the least CPU utilization averaged over the last n quantifications. Instead, the 
arbitrary VM selection and MCDA algorithms assign resources irrespective of the CPU 
utilization for each run. The performance of the suggested MRMC algorithm is matched with 
arbitrary VM selection and MCDA algorithms on the basis of the least CPU utilization. All the 
algorithms are run ten times with the time difference of five seconds between each run. It is 
obvious from Fig. 8 that MRMC algorithm outperforms the MCDA algorithms  and random 
VM selection scheme and. The resource (VM) with the minimum CPU utilization is assigned 
by means of MRMC algorithm, whereas the arbitrary VM selection and MCDA algorithm do 
not consider CPU utilization when distributing resources.  

 

Fig. 8. Performance Analysis of MRMC for minimum CPU utilization 

4. Resource Utilization-based Migration of VMs in OpenStack Clouds 
In this section, we present an architecture and application of a framework for vibrant VM 
relocation in cloud data centers based on the OpenStack platform. The framework comprises a 
controller node and multiple instances of compute nodes. The purpose of the framework is to 
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deliver vibrant live relocation to regulate the VM instances on compute nodes to unload a 
number of VMs from an loaded compute node. It is pertinent to mention here that the role of 
VM migration framework comes into play after the orchestrator of previous section has 
assigned resources to the requested service in the form of the most optimum VM. This 
particular VM needs to be continuously monitored to avoid any overload situations. The VM 
migration framework works in parallel with the orchestrator and migrates VM(s) from an 
overloaded compute node to avoid performance degradation of the overall system. We discuss 
this issue in detail by concentrating on the subsequent key points: 

• Noticing an overloaded compute node, so that some VM instances may be transferred 
to other well-organized compute nodes. 

• Based on RAM and CPUutilization, selecting the overloaded VM instance(s) from a 
compute node. 

• Detecting the selected VM instance(s) for relocation on other well-organized compute 
nodes.   

4.1 System Model 
The framework implements vital components for observing VMs and hypervisors, collecting 
resource utilization numbers, directing instructions and messages between the conducting VM 
live relocations and system elements. It allows the application of the three suggested 
algorithms for vibrant VM relocation: identifying overloaded compute node, choosing a VM 
based resource consumption, and assigning a VM to an effective compute node.   
 Fig. 9 represents the general architecture of the suggested framework that is organized in 
OpenStack to elude an overloaded compute node by leading vibrant VM relocation at a 
suitable time. It comprises four fundamental building blocks: (i) Stats Aggregator, (ii) Stats 
Database, (iii) Migration Manager, and (iv) Algorithms Repository. In the subsequent 
sub-section , we will discuss each of the framework’s components in detail.  

 

Fig. 9. Proposed system model 

4.1.1 Stats Aggregator 
A module that is positioned on the control node and is liable for gathering data on the resource 
utilization by VM instances and hypervisors and then advancing it to the statistics database, 
which can also be shared with other components. The data is collected by means of libvirt’s 
API [24] in the form of the RAM consumed by hosts and VM instances. The CPU and RAM 
data are both collected occasionally and defer to to the Stats Database module of the 
framework.  
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4.1.2 Stats Database 
The stats database is used for storing old data on the resource utilization by hypervisors and 
VM instances. The database is occupied by the stats aggregator organized on the same control 
node. The CPU and RAM utilization data of VM instances are occasionally defered to this 
module, which are then used by the relocation manager to govern the VM instances that are 
using majority of their own compute nodes’ resources.  

4.1.3 Migration Manager 
The migration manager is responsible for leading VM relocations and making VM distribution 
choices, which results in ridding VMs from an loaded compute node. It runs the overload 
recognition algorithm when resource utilization numbers are obtained from the Stats DB 
module. If an overload state is identified, it runs the VM selection algorithm to choose the VM 
instances, which are utilizing maximum CPU and RAM resources. Then it regulates the 
effective compute nodes in order to place particular VMs on them, and entreats OpenStack 
API for live relocation of the choosen VM instances.  

4.1.4 Algorithm Repository 
This source is organized to store routine decision-making algorithms for vibrant VM 
migration, i.e., compute node overload recognition, VM choice, and VM distribution 
algorithms.  

4.2 Proposed Structure and Algorithms 

 

Fig. 10. Exchange of messages between components for VM instances migration 
 
Fig. 10 represents the interchange of messages for managing a compute node overload 
situation. First, the relocation manager identifies an overload of the compute node using the 
overload recognition algorithm. Then, by means of suggested VM selection algorithm, the 
relocation manager selects VM instances based on their CPU utilizations. Next, the relocation 
manager begins the VM distribution algorithm with the list of selected VMs along with their 
utilized resources and states of the compute nodes attained from the stats database as 
arguments. Lastly, based on the VM distribution generated by the algorithm, the relocation 
manager requests the OpenStack Nova API for the suitable VM live relocation. 
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4.2.1 Overload Detection Algorithm 
The overload recognition algorithm displayed in Algorithm 2 is a modest algorithm which 
takes n number of prior CPU utilizations, CPU and RAM utilization data of a compute node, 
and pre-defined RAM utilization and CPU utilization threshold values. It begins with 
modifying the well-defined variables. Then, from the list of compute nodes, the mean values 
of the last n number of CPU utilizations and the last n number of RAM utilizations for each 
compute node is determined. If the considered average value of RAM utilization or CPU 
utilization of any specific compute node is more than or equal to the pre-defined CPU 
utilization threshold value, it is choosen and sent back by the algorithm as an overloaded 
compute node.  

 
 
The Big-O time complexity for Algorithm 2 is given as: 

𝑇(𝑛) = 𝑂(𝑚𝑛) 
where m is cn_list.    

4.2.2 VM Selection Algorithm 
When an overloaded compute node is distinguished, it is essential to regulate what VMs are to 
be transferred. This matter is resolved by algorithms for VM selection. One such instance can 
be choosing a VM arbitrarily from a pool of VMs allocated to the host. Otherwise, based on 
our suggested algorithm called minimum RAM maximum CPU utilization (minRmaxC) 
algorithm as shown in Algorithm 3, VMs with the determined amount of RAM usage are first 
choosen, and then out of these choosen VMs, the VMs with the maximum CPU utilization be 
around the last n quantifications are choosen. The algorithm takes n number of preceding CPU 
utilizations, CPU and RAM utilization numbers of VMs, and a pre-defined CPU utilization 
threshold. It begins with initially categorizing the VMs in terms of their RAM utilization in a 
descending order. Then, from the organized list of VMs, the average value of the last n number 
of CPU utilizations of each VM is determined. If the considered mean value of CPU utilization 
of any specific VM in the sorted VM list is more than or equal to the pre-defined CPU 
utilization threshold value, it is choosen and sent back as an output of the algorithm for VM 
relocation.  
 A VM selected for relocation must have maximum RAM and CPU utilizations between all 
other VMs located on any specific compute node. More specifically, a VM with extreme 
utilization is the most well-organized case. To achieve this objective, we govern the utilization 
of a VM by (1). Where 𝑐(𝑖) is the VM CPU utilization and 𝑚(𝑖) is its RAM utilization. Hence, 
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in case there are n number of VMs for relocation, the one which has the uppermost utilization 
is choosen.    

𝑈(𝑖) = ∑ 𝑐(𝑖)𝑛
𝑖=0 ∗ ∑ 𝑚(𝑖)𝑛

𝑖=𝑜         (1) 
 Meanwhile the cost of VM live relocation is typically determined by its memory footprint. 
Thus, it can be said, relocation time of a VM is directly comparative to the memory size of that 
VM. As a result, memory size of VMs is a good measure for the cost of relocation. Therefore, 
in case there are options for relocation, the VM which has the minium memory footprint is 
appropriate for relocation.       
 The relocation cost of a VM can be determined by the (2) 

       𝑀𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛 𝑐𝑜𝑠𝑡(𝑖) = 𝑈(𝑖) + 𝑠(𝑖)                               (2) 

Where 𝑈(𝑖) is the VM with uppermost utilization given by (1), and  𝑠(𝑖) is the allocated 
memory size to an ith VM. 

 
 
More precisely, based on the VM selection criteria for VM migration, the VMs with the 
maximum CPU utilization averaged over the last n quantifications are first selected. 

𝐶𝑈𝑀𝑖 =
1
𝑛
�𝐶𝑈𝑖(𝑡 − 𝑘)
𝑛

𝑘=0

 

𝑀(𝑖, 𝑗) is a 2D array that contains VMs based on the following condition: 

𝑉𝑀𝑖 = �1,         𝐶𝑈𝑀𝑖 ≥ 𝑥
0,         𝐶𝑈𝑀𝑖 < 𝑥

� 

Where 𝑥 is a threshold for CPU utilization. 𝑉𝑀𝑖 is an indicator that shows if ith VM is in 
𝑀(𝑖, 𝑗) matrix or not. The VM for migration is selected based on minimum RAM, which is 
expressed by following equation: 
 

                                             𝑉𝑀𝑏 = min (𝑀(𝑅𝐴𝑀𝑢𝑡𝑖𝑙))                                          (3) 
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Moreover, the Big-O time complexity for Algorithm 3 is given as: 
𝑇(𝑛) = 𝑂(𝑚2 + 𝑚𝑛) 

where m is vm_list.    

4.2.3 VM Allocation Algorithm 
In order to recieve the effective compute nodes for hosting VM instances, the VM distribution 
algorithm involves an OpenStack Nova-scheduler which conducts a general distribution 
process. More specifically, it sends back the effective compute nodes on which the VM 
instances would be placed. Thus, the algorithm first chooses a list of the light load compute 
nodes for the heavy load VM instances. Formerly, this list is transported to the 
OpenStack-Nova API in order to begin the VM relocation process between source and 
destination compute nodes. The pseudo-code for algorithm is presented in Algorithm 4, which 
clarifies the technique of choosing the light load compute node for the hefty load VMs. The 
algorithm receipts n number of preceding CPU utilizations, CPU and RAM utilization data of 
a compute node, as well as CPU and RAM utilization data of VMs. It starts with modifying the 
distinct variables. Formerly, from the list of compute nodes, the mean values of the last n 
number of CPU utilizations and the last n number of RAM utilizations for each compute node 
is determined. If the intended mean value of compute node’s CPU utilization is more than the 
CPU utilization of any specific VM and the calculated average value of compute node’s RAM 
utilization is more than the RAM utilization of that specific VM, it leads to the fact that 
compute node has sufficient resources to manage the transferred VM. Henceforth, the 
algorithm chooses and returns this compute node for VM instance settlement. 

 

The Big-O time complexity for Algorithm 4 is given as: 
𝑇(𝑛) = 𝑂(𝑚𝑛) 

where m is cn_list.    

4.3 Performance Analysis of Proposed Algorithms 
The suggested architecture has been authenticated in the cloud computing platform-based 
testbed conferred in Section 3.4. Initially it is essential to produce the work load in a suitable 
way in order to replicate an accurate data. For this purpose, software called Lookbusy [25] is 
used, which is a simple application for load generation on a Linux system. It allows to produce 
expected, fixed loads on CPUs, and also uphold choosen amounts of memory active.  
 Numerous experimentations are done to assess the proposed algorithms. For this purpose, 
the suggested overload detection algorithm has been examined for two cases, i.e., the 
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influence on an overall system without and with the implementation of this algorithm. The 
proposed VM choice and VM distribution algorithms have been matched with arbitrary VM 
assortment and arbitrary VM distribution schemes. A VM instance type with 32 MB amount 
of RAM assigned to it, has been launched on each compute node. Load has been produced on 
arbitrary VM instances of compute node 1, which results in an augmented CPU utilization of 
the VM instances.  
 During the experimentation, the overload recognition algorithm has been implemented by 
the relocation manager module, which perceives an overloaded compute node based on 
pre-defined threshold value. The performance of our suggested overload detection algorithm 
has been matched for two situations: 1) overload scenario without any algorithm used, and 2) 
direct overload detection [26]. The suggested algorithm distinguishes an overloaded compute 
node if the average of the last n CPU utilization measurements is more than the pre-defined 
threshold value, while the direct overload recognition identifies an overloaded compute node 
as soon as the CPU utilization exceeds the pre-define threshold value. The disadvantage in 
direct overload detection is that mostly a compute node goes beyond the threshold for a very 
short period of time because there are always CPU utilization spikes in real time while 
performing tasks. In this case, a compute node would be distinguished as an overload node as 
soon as its CPU utilization is beyond the threshold for a very small period of time. The 
granularity can be choosen conferring to the requirement; though, in most of the cases the 
system is not too delicate to the CPU overloads.   In the case when no overload recognition 
algorithm is implemented, the compute nodes stay overloaded, which might result in the 
deprivation of an overall system/service. Fig. 11 represents the recognition of compute node 
for each run of the suggested overload recognition and direct overload recognition algorithms. 
It is clear from the figure that the compute node is perceived as an overloaded compute node 
by direct overload detection algorithm as soon as it exceeds the threshold value of 80% CPU 
utilization. On the other hand, the suggested overload recognition algorithm identifies an 
overloaded compute node if the average of the last n CPU utilization measurements is more 
than the pre-defined threshold value. In the case when the algorithm is not implemented, there 
is no overload recognition even if the CPU utilization exceeds the threshold value of 80%. 

 
Fig. 11. Performance analysis of the proposed overload detection algorithm 

 When an overloaded compute node has been distinguished, the following step is to choose 
the VM instances which are consuming most of the resource of that compute node. These VM 
instances can be choosen arbitrarily, but this might lead to performance deprivation because 
the choosen VM instances may the least CPU utilization at the time of choice. Another 
problem with VM choice is that if the choosen VM has the higher RAM assignment, the 
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relocation time mandatory for its relocation would be high, which might cause an interruption 
in the process of the applications running on that VM. We address the above-mentioned 
problems by suggesting minRmaxC algorithm, which chooses VM instances on the basis of 
least RAM and maximum CPU utilization. It receives historical information on the resource 
usage by VM instances running on the compute nodes and returns a set of VM instances to be 
choosen. The performance of the suggested minRmaxC algorithm is compared with arbitrary 
VM selection and maximum utilization [20] algorithms on the basis of the maximum CPU 
utilization.  

 

Fig. 12. Performance analysis of the proposed minRmaxC-based VM selection algorithm 

 It is certain from Fig. 12 that minRmaxC algorithm outclasses the arbitrary VM selection 
scheme. The VM instances with the maximum CPU utilization are choosen by means of 
minRmaxC algorithm, whereas the arbitrary VM selection scheme chooses VM instances 
irrespective of the CPU utilization for each run. Though, the maximum utilization algorithm 
chooses VMs which have higher CPU utilizations than the VMs choosen by suggested 
minRmaxC algorithm, the previous does not consider the RAM factor when selecting VMs, 
which may have influence on the minimum relocation time required for transferring the 
choosen VMs [20].  
 

 

Fig. 13. Performance analysis of the proposed VM allocation algorithm 

 After choosing the overloaded VM instances, the relocation manager segment runs the VM 
distribution algorithm to place the choosen VM instances on an effective compute node. The 
performance of the suggested algorithm is matched with arbitrary VM distribution scheme and 
first fit VM distribution algorithm [21]. The first fit algorithm starts with the first compute 
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node and governs the obtainability of the required CPU resources. If it finds adequate 
resources, it places the transferred VM on that compute node, otherwise goes to the next 
compute node. Instead, our suggested algorithm finds the most effective compute node 
amongst all the nodes. For this purpose, it determines the mean RAM utilization and mean 
CPU utilization to conclude the most effective compute node from a list of compute nodes. If 
the considered mean values fulfill the requirements of the transferred VM, it selects that 
compute node for VM placement. In case of random VM allocation scheme, the VMs are 
placed on arbitrary compute nodes. 
 Fig. 13 represents the contrast of our suggested VM distribution algorithm with the 
arbitrary VM distribution algorithm and first fit VM distribution algorithm. It can be easily 
seen that the suggested VM distribution algorithm outclass the first fit VM distribution 
algorithm by choosing light load compute nodes in terms of CPU utilization. It also easily 
outclasses the arbitrary VM distribution scheme because it may place VMs on previously 
overloaded compute nodes, which may lead to the performance deprivation of an overall 
system. 

5. Conclusions 
In this paper, a resource orchestration framework for resource allocation  has been presented. 
The resource provisioning is performed by implementing an algorithm. Two novel modules 
have been proposed and validated for communication with ONOS SDN controller and  
OpenStack in order to orchestrate network and cloud resources. The performance of proposed 
MRMC algorithm is compared with two algorithms for the VM(s) selected on the basis of 
minimum CPU utilization as well as the amount of utilized RAM. The experiment results 
show that both  the VM selection algorithms are outperformed by the proposed MRMC 
algorithm. 
 In addtion, a framework for dynamic VM migration in OpenStack clouds has been 
proposed in this paper. The proposed overload detection, VM selection, and VM allocation 
algorithm address the issue of dynamic VM migration. The experiment results show that the 
proposed algorithms outperform the algorithms that are considered for the sake of comparison. 
Avoiding single point of failure and scalabiity are important advantages of the proposed 
system in a distributed manner. Based on the distribured approach adopted, overload detection 
and VM selection algorithms can easily scale with the increased number of compute nodes 
because these algorithms are run independently on each compute node.  
 Despite substantial contributions of the paper in cloud resource management and 
provisioning, and VM migrations, there are a number of open challenges that require to be 
addressed for further advancing these areas. The overload detection algorithm proposed in this 
paper detects the overloaded compute node on the basis of CPU utilization only. However, 
there are factors like RAM, and bandwidth that may affect the compute node. In order to make 
the algorithms more efficient, these additional factors need to be considered. 
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