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Abstract 

 
Due to the semantic gap problem across different modalities, automatically retrieval from 
multimedia information still faces a main challenge. It is desirable to provide an effective joint 
model to bridge the gap and organize the relationships between them. In this work, we develop 
a deep image annotation and classification by fusing multi-modal semantic topics 
(DAC_mmst) model, which has the capacity for finding visual and non-visual topics by jointly 
modeling the image and loosely related text for deep image annotation while simultaneously 
learning and predicting the class label. More specifically, DAC_mmst depends on a 
non-parametric Bayesian model for estimating the best number of visual topics that can 
perfectly explain the image. To evaluate the effectiveness of our proposed algorithm, we 
collect a real-world dataset to conduct various experiments. The experimental results show our 
proposed DAC_mmst performs favorably in perplexity, image annotation and classification 
accuracy, comparing to several state-of-the-art methods. 
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1. Introduction 

Traditional techniques of information retrieval are managed with the analysis of a document 
in a (high-dimensional) word-space at its core. As today’s multimedia content becomes 
increasingly multi-modal with texts accompanying images and videos in the form of content 
description, transcribed text, or captions, current state-of-the-art multimedia search 
technology relies heavily on these collateral annotation texts to identify and retrieve images 
and video. Besides the fact that users often prefer the use of textual queries over examples, an 
important benefit of such an approach is the high-level semantic retrieval, e.g. retrieval of 
abstract concepts, that could not be achieved with low-level visual cues used in most 
query-by-example systems [7]. However, such task still faces a main challenge, which is how 
to build a joint model for bridging and revealing semantic information from information that 
spans multiple modalities [1]. This challenge has been referred to as the “semantic gap” 
problem across different modalities.   

With annotation texts playing an increasingly vital role in modern multimedia retrieval 
systems, a relevant question one might ask is how to deal with numerous fast-growing 
user-generated content that often lacks descriptive annotation texts and classification label 
which would enable accurate semantic retrieval to be performed [7]. Image classification and 
annotation are two classical problems in modern multimedia information retrieval. Image 
annotation task aims to develop techniques to reliably describe the different objects depicted 
in the images by borrowing some annotation terms [2]. Matrix factorization [3], multi-label 
learning [4, 5] and probabilistic topic models [6, 7, 8, 9, 10, 11] have been developed. Given 
an image, image classification tells people what is the theme of the image according to its 
visual content from a high-level semantic meaning perspective. There has also been work on 
applying traditional supervised learning methods to perform classification, including support 
vector machine [12, 13], random forest [14, 15], and probabilistic topic models [16, 17, 18, 19, 
20, 21, 22, 23]. It can be seen that probabilistic topic model has become popular in the 
computer vision community due to its solid theoretical foundation and promising performance. 
However, most existing probabilistic topic models for image annotation and classification are 
parametric probabilistic models, which require to determine the topic number beforehand. The 
selection of number of topics can have a significant impact on how well the model fits the data, 
and its ability to generalize on the training data. This is especially problem for applications 
where the topic space lacks a clear semantical interpretation, as often is the case in computer 
vision. Otherwise, there has been a lot of work on image classification and annotation 
separately, but few people focus on solving them jointly. However, because of the existing 
strongly relationship between the image classification and image annotation, this attracted 
much effort in combining both label and annotation information to design jointly model for 
image classification and annotation simultaneously [24, 25, 26, 27]. But the mentioned 
methods above typically are restricted to exploiting words associated to visible objects 
depicted in the images by only considering the keywords, captions or category labels. As a 
consequence, they are not able to exploit the entire information in which images with related 
loosely free-text descriptions. This joint model should be able to project multi-modal 
information to the same semantic space and make use of the full structure of documents that 
pair a body of text with a number of images, which are widely emerging on the internet, like 
newspaper articles, web-pages, and technical articles [2].  

In this work, we concentrate on documents in which images with related loosely 
descriptions and class label, which are a natural way of providing rich information about the 
image, although many of the ideas would be applicable to other modalities. In this case, class 
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label and loosely related  descriptions can be viewed as global and local description of image 
respectively, which can serve as a valuable complementary source of information for image 
annotation and classification. As shown in Fig. 1, objects irrelevant to the description of the 
image, such as suit and robe, are not present in the text, while non-visual words, such as energy, 
cooperation and terrorism, strongly help understanding the image at a high level. To address 
this issue, we propose a deep image annotation and classification by fusing multi-modal 
semantic topics (DAC_mmst) model, which is a joint topic model for image classification and 
annotation simultaneously. Conditioned on the shared latent semantic space, we leverage the 
information of the rich text loosely related to an image to reveal non-visual topics and visual 
topics. Visual annotation terms are supposed to extract from one of visual topics that is related 
with image regions and non-visual annotation terms from one of non-visual topics. The 
revealed non-visual words reduce the information loss of the traditional annotation and 
achieve deep annotation for images. At the same time, images classification can also be 
implemented according to revealed visual topics and non-visual topics. Moreover, 
DAC_mmst model provides the more flexible method to select the number of visual-topics by 
introducing Hierarchical Dirichlet Process (HDP) [28] to model each image as a Dirichlet 
process for topics discovery.  

 

Based visual topics and non-visual topics to implement image classification

Text descriptions ：
Iranian President Hassan Rouhani shakes hands with 
his Russian counterpart Vladimir Putin during the Gas 
Exporting Countries Forum (GECF) .  Rouhani says two 
countries will ‘strengthen cooperation in the fight 
against international terrorism’.  Russia and Iran 
agreed Tuesday to boost their energy ties and 
continue joint efforts to help reach peace in Syria and 
Afghanistan……

Image space

Latent 
semantic 

space

topic 1
topic 2
topic 3
topic 4

Textual space

visual topics… … 

topic 1
topic 2
topic 3

non-visual topics
… … 

visual topics-based annotation：
Putin Hassan hand

non-visual topics-based annotation：
cooperation energy terrorism

 
Fig. 1. Example of an image with a loosely related text description and class labels. 

 
The outline of this paper is organized as follows. Related works are briefly summarized 

and discussed in Section 2. Section 3 introduces problem formulation and framework 
overview. In Section 4, approximate variation inference is given. Experimental results are 
reported and discussed in Section 5, followed by the conclusion in Section 6. 

2. Related Work 
Previous works in this area have primarily focused on looking for feature representations 

shared by the multi-modal data [30, 31, 32, 33, 34], which consider a 
kernelized discriminative canonical correlation analysis and casting the problem of image 
annotation to a classification problem based on feature extraction and representation. While 

http://www.baidu.com/link?url=0QjffPwFudeZROvTMjseAW7hOxUxGmXQk6A4cqZF0o5Sq6HAvaNGxCpjGpvt_p1ioI6IOC_6k39dCGHJr30Ui3xEICsJNLd1dyiOoXll9BZ7kNqe-NNXACaBaUGtXZHAz-uCBEZd8dpq7ddX1W8uMgwlAq7l3J9d_Avj6OJVx5q
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most of these approaches only consider the conditional distribution of image features under 
given annotation features rather than reveal the intrinsic semantic correlation of those features, 
which is not conducive to estimating the image annotation.  

As previously mentioned, works on image classification and annotation are often 
modeled using a topic model, the most popular being Latent Dirichlet Allocation or LDA [29]. 
Latent Dirichlet allocation (LDA) is a Bayesian network that models a document by a latent 
low dimensional space spanned by a set of automatically revealed topical bases. Each topic 
defines a multinomial distribution over the original features and is assumed to have been 
drawn from a Dirichlet. To model multi-modal information, a wide variety of its extensions 
has been proposed in the area of image annotation, such as mm-LDA [6], Corr-LDA [6] and 
tr-mmLDA [7]. mm-LDA and Corr-LDA introduce a set of shared latent variables to represent 
the underlying causes of cross-correlations in the multi-modal data, thus enforcing strong 
correlations between textual and images. Therefore, relying on a latent variable regression 
approach to correlate latent variables of the two modalities, tr-mmLDA can linearly associate 
them to capture the correlated topic vectors, which allows the number of topics in the two data 
modalities to be different and relax the one-to-one correspondence between the topics of each 
modality. For image classification, Fei-fei Li [17] firstly used bag-of-word feature with the 
help of modified LDA model to learn and recognize natural scene categories automatically 
and without supervision. A. Bosch [20] uses probabilistic Latent Semantic Analysis(pLSA) 
[34] to achieve scene classification by a k-nearest neighbor classifier. Because there is a 
relationship between the image class label and image annotation terms, image annotation and 
classification should not be tackled separately. But these models only consider single task 
(image classification or image annotation), which cannot be used to achieve image annotation 
and classification simultaneously. MMLDA [24] integrates max-margin discriminative 
learning into generative topic models to achieve image annotation and classification. But, they 
also conduct these two tasks separately. Wang et al. [25] extended supervised topic modeling 
(sLDA) [36] to achieve image classification and annotation simultaneously, which leverage 
the relationship between the image annotation and class label by finding a latent topic space 
predictive of both. 

Unfortunately, the existing multi-modal LDA models still need strong correlation 
between textual and images and  rely on a limited textual representation, such as keywords and 
captions. However, in more realistic scenarios the images are related to richly and loosely 
related text. In such dataset, the image is not clearly representative of all the words in the text, 
and most of the text information is neglected. Otherwise, multi-modal models based on LDA 
inherit the defect of LDA model that the number of topics must be pre-determined. 
Considering all the problems mentioned above, in this paper, we propose a deep image 
annotation and classification by fusing multi-modal semantic topics (DAC_mmst) model to 
achieve image annotation and classification simultaneously. The main contributions of our 
work can be summarizes as follows: 

(1) The proposed DAC_mmst model can effectively model multi-modal documents 
including long text with related images and learn the correlations between textual and 
visual modalities by capturing both types of topics, visual-topic and non-visual topic. 
The revealed non-visual topics reduce the information loss of the traditional 
multi-modal LDA models. 

(2) In order to provide the more flexible method to select the number of visual-topics, 
DAC_mmst is the first joint model of image annotation and classification based on 
non-parametric HDP, which models each image as a Dirichlet process for topics 
discovery. 

(3) We significantly boost the classification accuracy by considering the deeply 
non-visual topics. 
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3. MODEL 

3.1 Data Representation 

Without loss of generality, assume that we have a corpus with a collection of D multimedia 
documents, denoted by D= {d1, d2 …, dD}. In order to describe multi-modal information, we 
adopt the bag-of-word method for each modality. Each multimedia document consisting of an 
image and its corresponding descriptions text is thus summarized in our representation as a 
pair of vectors of bag-of-word counts corresponding to visual and textual information, 
respectively. The description text is a collection of M word occurrences denoted by W = {w1, 
w2 …, wM}, where each annotation word wi defined as a unit-basis vector of Tw with exactly one 
ono-zero entry representing the membership to only one word in a vocabulary of Tw. To model 
visual information, following the work [17], we borrow a standard approach to obtain a bag of 
visual words by running the k-means algorithm on SIFT descriptors densely exacted from all 
training images. From that point on, any image can be represented a collection of N word 
occurrences denoted by R = {r1, r2 ..., rN}, where each image region term ri is similarity 
denoted for a vocabulary of size Tr and is the index of the closest K-means cluster to the ith 
SIFT descriptor extracted from the image. Since we focus on classification tasks, a discrete 
response variable c is introduced from a label set c∈C, which is generated as a response to the 
visual topics along with the visual words 

3.2 Sethuraman’s stick-breaking construction for HDP 
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Fig. 2. Graphical model representations for (a) HDP (b) Sethuraman’s stick-breaking construction for 

HDP (c) DAC_mmst model. 
 

Before presenting the deep image annotation and classification by fusing multi-modal 
semantic topics (DAC_mmst) model, let us review the basic Hierarchical Dirichlet Process 
(HDP).  The Dirichlet process (DP) is a distribution over distributions. It is a typical method 
for non-parametric Bayesian process, which is represented by DP(α0, G0), where α0 is a 
concentration parameter and G0 is a base measure parameter. Each document could be 
modeled as a DP, and each word in document d is a target object that is created by the 
distribution words over a topic sampled from the distribution of document based mixing 
vector over infinite number of topics. So DP allows the number of model parameters to grow 
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as more data is observed. However, in some applications, we may be interested in modeling 
groups of data with shared mixture components and prior over mixing measures.  

To allow sharing data among the collection of topics across documents, Hierarchical 
Dirichlet Processes (HDP) [28] is proposed, which generates G0 in the upper level DP from the 
mixture component space H as the common base measure to ensure that each group shares 
mixture components with a positive probability. Therefore, HDP uses multiple DPs to model 
multiple correlated documents sets, where each document is modeled as a DP mixture. As 
shown in Fig.2 (a) mathematically, 
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where G0 is a global topic distribution shared by all the documents collection, H is symmetric 
Dirichlet distribution parametrized by η, defined over a V-dimensional simplex, and each 
document d is generated based on local random measures Gd∈DP (α0,G0) that are also 
distributed as Dirichlet process and conditionally independent given G0 with concentration 
parameter α0 and base probability measure G0. 

The definition of the HDP in Eq. 1 is implicit. Wang [37] presented a more constructive 
representation of the HDP using two stick-breaking representations of a Dirichlet distribution 
called Sethuraman’s stick-breaking construction as Fig.2 (b). For the corpus-level DP draw, 
the base distribution G0| μ, H ～  DP (μ, H) can be described using a stick-breaking 
representation as 

λ
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where the variables {βk} are viewed as the stick-breaking weights that sum to one, G0 is 
discrete and has support at the topic λk with weights βk, H is typically a symmetric Dirichlet 
distribution with parameter η. The per-document stick breaking representation, Gd|α0,G0 ～ 
DP (α0,G0), can be descripted as 

ψ
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where the variables {πdt} are also the stick-breaking weights for topic ψdt that sum to one. The 
difference between corpus level and document level is how the topics themselves are drawn. 
The corpus level topics are drawn from H, but the per-document topics are drawn from G0 as 

β ψ λ∼ =( )
dtdt dt l

l Mult  (4) 

Where ldt are indicator variables which index the corpus-level topic corresponding to ψdt. 
Given Gj, the generative process for ith words in the jth document is described as 
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Since less and less of sick remains to partition when k or t becomes large, to make the 
parameter estimation feasible, we adopt a truncation technique employed by [38] to set the 
truncations of corpus and document levels to K and T, such that  
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where the number of T is far less than K, since in practice per-document Gd need far fewer 
topics than those required for the corpus. 
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3.3 DAC_mmst model  

For the multi-modal documents containing images and related long descriptions, we suppose 
that the topic terms, image region terms, visual-annotation terms and non-visual-annotation 
terms, are constructed from two space, including visual topic space shared by images and texts, 
where topics are generated by visual and strongly related textual content jointly; and 
non-visual topics space only related to text space, where topics reflects weakly relationship 
between image and textual information and cannot be expressed by visual information. Image 
region terms and visual-annotation terms are constructed from visual topic space, and 
non-visual-annotation terms from non-visual topic space. Now we introduce the model of this 
paper, inspired by DAC_mmst, to simultaneously classify and annotate image data.  

DAC_mmst model can be viewed in terms of a generative process that first generates the 
visual information, subsequently draws the discrete class label and lastly constructs the 
annotated information. More specifically, we first generate corpus and document level visual 
topics for images, and generate N image region terms rn by introducing a HDP model. In order 
to achieve the classification task, we extend HDP to supervised HDP by learn an additional 
response variable to the document level visual topics. For each of the M annotation terms, we 
use binary variable to supervise whether the topic term is constructed from the visual topic 
space or the non-visual topic space. We force each visual-annotation term to directly share a 
hidden visual topic with a randomly selected image region term, which guarantees that the 
topics for visual-annotation terms are indeed a subset of the visual topics that occur in the 
corresponding image. Note that while visual-annotation term is restricted to association with 
one particular image region, this association allows the same image region to be associated 
with multiple visual-annotation terms. Meanwhile, in order to enable our model to take better 
advantage of deep annotation terms, we further leverage the non-visual topics to construct 
non-visual-annotation terms to reveal the latent semantic information for images. In order to 
reduce the complexity of our model, we adopt LDA model to recover the non-visual topics for 
simplicity.  

More specifically, Fig. 2 (c) shows the graphical model representation of our DAC_mmst 
model. The generative process of DAC_mmst model for an image-text pair document with N 
image region terms, M annotation terms and their labels corresponding to the graphical model 
are given as follows: 

(1)Generate the corpus level visual topic distribution according to Eq.(2)
(2)Generate the visual words distribution for each visual topic:φS～H
(3)For each document d:
   (3.1)Generate document level visual topic distributionaccording to Eq.(3)
   (3.2)Generate a multinomial distribution over non-visual topics:θd～Dir(α0)
   (3.3)Generate a binomial distribution over visual topics versus non-visual topics: bd～Beta(σ)
   (3.4)For each Visual Word in document d:
      (3.4.1)Sample an visual topic assignment：zdn～Mult(πd) 
      (3.4.2)Sample rdn～Mult(φsl     )
   (3.5)Draw response variable: cd ～softmax(zd ,zd ,δ)
   (3.6)For each textual term wdm:
      (3.6.1)Draw a binary switch xdm～Binomial(bd)
      (3.6.2) If xdm=0, then
                  Sample a visual topic assignment: ydm～Unif(1,Nd）

                  Sample a visual-annotation term: wdm～Mult(φwz    ) 
      (3.6.3) If xdm=1, then
                  Sample non-visual topic: zdm ~Mult(θd)
                   Sample non-visual-annotation term wdm ~Mult(φwz    )
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We can learn from the generative process that our DAC_mmst model is built on the 
traditional Corr-LDA and HDP models by introducing non-visual topics and image 
classification, which can effectively model multimedia document. Each document is jointed 
with two type topic distributions: π over visual topics owned for two modalities together, θ 
over non-visual topics exclusive to textual modality. Each kind of topics is probability 
distribution over textual terms M or visual terms N. Our DAC_mmst can make use of the 
supervised category label information to classify multiclass document directly. In sLDA, a 
response variable for each “document” (here, an image) is assumed drawn from a generalized 
linear model with input given by the empirical distribution of topics that generated the image 
patches. The response variable of sLDA is real valued and drawn from a linear regression, 
which simplified inference and estimation. However, a continuous response is not appropriate 
for our goal of building a classifier. Rather, we consider a class label response variable, drawn 
from a softmax regression for classification and incorporate it into HDP model. More 
specifically, conditioned on the distribution of visual topics and non-visual topics, classifiers 
(step 3.5) take the forms as follows. 
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4. Inference and parameter estimation 
Input multimedia documents, the key inferential problem that we need to solve in order to 

use DAC_mmst model is that of computing the posterior distributions of two document-topic 
π and θ, and a set of distributions φv s,φv w,φd w, and class label c. In this paper, we employ an 
approximate posterior inference algorithm to reveal the hidden posterior distributions in the 
model, which presents significant computational challenge in the face of massive data sets. 
Developing scalable approximate inference methods for topic models is an active area of 
research [38][39][40].The basic idea of variational method considers to employ Jensen’s 
inequality to find an adjustable lower bound on the log-likelihood. Essentially, one considers a 
family of lower bounds, indexed by a set of variational parameters.  
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Fig. 3. Graphical model representation of the variational distribution used to approximate posterior. 

 
For DAC_mmst model, the log-likelihood can be converted into a lower bound as 
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Where q denotes the variational distribution and Jensen’s inequality is adopted to reach the 
variational lower bound of q. In order to find a tractable family of lower bounds, by 
removing some edges and nodes in the original graphical model, a simplified graphical 
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model with free variational parameters will is obtained, as shown in Fig.3. In particular, 
We define the following fully factorized variational distribution on the latent variables: 
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where the free parameter ζv is a variational multinomial over the T visual-topics from the 
documents level topics, ζw is a H-dimensional multinomial free paremeter that governs the 
probability of non-visual topic assignment, ρ is a K-dimensional multinomial parameter which 
supervises the probability to determine corpus level topics, (α1, α2) and (v1, v2) are beta 
parameters managing the stick breaking for two levels, (ω0, ω1) is a variational parameter for 
binomial distribution, o is a variational Dirichlet, ε is a M N-dimensional multinomial over the 
image regions, and γ is a variational Dirichlet. The computation details of Equation (8) is given 
in Appendix. 

Following the general equation for variational approximation, we minimize the 
KL-divergence between the factorized distribution and the true posterior by updating the 
parameters. To update the parameters, we adopt a coordinate ascent algorithm where we 
update one set of parameters while the rest remain unchanged. The coordinate ascent updates 
by computing the gradient of these parameters and setting them equal to zero. We sum up the 
parameter inference in Algorithm 1. 

Initialize all the variational parameters
While Not converged or within MAX iteration do
E Step:
For each documents
Update per documents stick 
        
Update per visual word topic indices   v using Eq.(10) and (11)   
Update  per documents topic indices ρ using Equation(12) and δ 
Update per textual word topic indices   w

        
Update beta parameters of binomial distribution 

Update the approximate posterior distribution over regions

Update the posterior Dirichlet parameters:

M Step:
Update corpus level stick
       
Update topic mixute
      
Update the label parameter c using Eq.(7)
Finds maximum likelihood estimates of the model parameters

Algorithm 1：Variational Inference for tm_MMC
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More specifically, We turn to the update for the variational multinomial vζ . We observer 
that ρ ζ δ

+= = ==∑ ∑ ∑∏ ( exp( ))NC K T v
j i e j ni l eN Ml e in

1
1 1 11

is only a linear function of vζ  for fixed j and n. 
We follow the approach of [41] to derive the fixed point update. The main idea is that 
considering a previous estimation of value vol dζ  to maximize the lower bound of vζ

′
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This lower bound of vζ
′



is tight when v vol d=ζ ζ . We compute the derivative for the new 

bound as ζ ζ∂ ∂′
 =0v

j nt  under the constraint T v
j ntt

ζ
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=∑ 1 1 , and determine the fixed-point 

update as follows.  
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In order to re-estimate the variational parameter ρ, we set =ρ∂ ∂ 0 , however, this will not 
lead to a closed-form solution and make the gradient vanish. This is a non-linear optimization 
problem. There are many algorithms and libraries for solving this. For example, the conjugate 
gradient method, which only requires the computation of partial derivatives, can be used. Thus, 
in order to update ρ, the conjugate gradient will be adopted to solve this optimization problem. 
We set NC K T v

j t k j nt l kN Ml k tn
( exp( ))ξ ρ ζ δ

+= = ==
= ∑ ∑ ∑∏ 1

1 1 11
, and conjugate gradient only 

requires the derivatives as follows. 
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(12) 

The derivation of δ is similar to Equation (12), and the detailed derivation is shown in 
Appendix A.2. 

5. Experiments 
To evaluate the performance of the newly proposed model, in this section, we present our 

experiments on two predictive tasks: image classification and annotation tasks. We first 
discuss details of the dataset used and the experimental settings, and then show experimental 
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results using the different models. 

5.1 Dataset and Preprocessing 

The evaluation of a cross-modal retrieval system requires a document corpus with images, 
loose text descriptions and category label. Most existing multi-modal datasets are limited to 
annotations that describe visible object names only, in this paper, we gathered the dataset with 
paired images and a brief and loose descriptions from Flickr. The dataset consists of eight 
different social events taken place in the last several years as demonstrated in Table 1. We 
manually adopted the site's API and keywords to crawl and parse related textual information 
and its corresponding images in the timeline of each social event category. The eight different 
social events span across economy, war, politics, and science.  

 
Table 1. Illustration of dataset. 

1
2
3
4
5
6
7
8

Car.Id

Occupy wall street(ows)
South China Sea arbitration(scsd) 

Syrian civil war(scw)
War in Afghanistan(wia)

Mars Reconnaissance Orbiter(mro)
Apple Jobs(ajo)

Financial crisis(fcr)
Greek Recession(gre)

Category Identification

2011.09
2013.01
2011.04
2001.10
2005.04
2008.09
2007.04
2011.05

Start Time

2012.08
2016.07
2013.06
2009.04
2012.06
2013.10
2012.08
2012.04

End Time

7206
8040
7942
6503
6823
4987
4297
5738

# Doc.

 
 
For each image, we rescaled the image for the maximum height of 256 pixels, and then 

obtained 20×20 image patches by grid sampling with a 20-pixel interval, resulting in 144 
patches per image. We adopted SIFT descriptors of each gray-scale patch to extract 128-dim 
features for all images. We then ran k-means clustering algorithm on 128-dim descriptors to 
create a visual codebook of 260 discrete code words. We tried other codebook sizes and the 
results were similar. The words of related text information were reprocessed by (1) Deleting 
stop-words and non-English alphabets; (2) Deleting low frequencies of annotation terms that 
appeared less than three times, and (3) Adopting the snowball algorithm to stem from for 
words. 

5.2 Qualitative Evaluation 

 In this section, we will qualitatively demonstrate the effectiveness of our proposed 
model for deep image annotation and classification. For simplicity, we first visualize the 
learned visual and non-visual topics in the Fig. 4, which can validate the effectiveness of our 
proposed DAC_mmst model. By providing a multi-modal information of the representative 
textual and visual terms, it is very intuitive to interpret the associated topic. For simplicity, we 
only visualize the discovered eight topics most including four visual topics and four 
non-visual topics related respectively to two categories. We provides five top-ranked 
visual-annotation terms and five most related images for each visual topic, and five top-ranked 
non-visual terms for each non-visual topic. The non-visual words are ranked by their 
probability of being drawn from the corresponding non-visual topic p(w|zw h), the visual- 
annotated words from p(r|zv k), while the images are sorted by counting the number of visual 
words and textual visual-annotation words with the corresponding topic for a document as 
follows. 
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where nv and nw indicate the numbers of visual topic k assigned to the visual-annotation terms 
and the visual terms of document d, respectively. 

As shown in Fig. 4, the results are impressive and satisfy our expectation, where the 
visual topics represented by textual words and well relevant visual patches are meaningful and 
show high consistency between semantic concepts and visual content. For example, visual 
topic #55 illustrates the five top-ranked visual-annotated words, such as fighters, opposition, 
rebels, soldiers, and SDF, and five most related images according to p(w|zv k) and Eq.(13), 
respectively. Otherwise, in each non-visual topic, the discovered topic words represented by 
textual information are difficult to be described by visual content. For example, the non-visual 
words of non-visual topic #60, such as casualties, violence and bloodshed, are difficult to be 
expressed by image, which are extracted according to the rank of their probability values 
calculated by p(w|zw h). For visual topic #43, visual topic #55, non-visual topic #49 and 
non-visual topic #60, the most related category is Syrian Civil War. Based on the results, we 
can confirm that our proposed model can effectively mine the topics of multi-modal dataset. 

 
 Category: Syrian civil war(scw)

fighters opposition rebels soldiers SDF
0.0148 0.0100 0.0067 0.0026 0.0014

0.0150 0.0092 0.0045 0.0021 0.0010
syrian protester sunni supporter citizen
0.0126 0.0098 0.0090 0.0085 0.0053

0.0135 0.0082 0.0078 0.0063 0.0031

0.0142 0.0095 0.0086 0.0059 0.0035
demonstrations rebellion defection crackdown multi-party

0.0945 0.0458 0.0413 0.00684 0.00576
casualties violence bloodshed  setbacks killed 

Visual topic#76          

 Category:  South China Sea arbitration(scsa)

attorney aquino minister Secretary spokesman
0.1064 0.0615 0.0401 0.0125 0.0100

0.0562 0.0456 0.0105 0.0085 0.0058
tribunal arbitral secretary spokesperson attorney
0.1008 0.0891 0.0206 0.0130 0.0097

0.0344 0.0260 0.0163 0.0109 0.0052

0.2503 0.1640 0.0905 0.0815 0.0754
legal jurisdiction issues government environment

0.0454 0.0327 0.0125 0.0086 0.0054
claim rejectright disputesovereignty 

Visual topic#90         

Non-visual topic#84  Non-visual topic#94

Visual topic#43          Visual topic#55                

Non-visual topic#49   Non-visual topic#60     

 
Fig. 4. The discovered sample topics. 

5.3 Quantitative Evaluation 

A. Perplexity  

The objective of document modeling is a density estimation that describes the underlying 
structure of data. The most common way to achieve this is by estimating the model’s 
generalization performance on previously unobserved documents. In this subsection, we 
employ perplexity, which is defined as the geometric mean of the inverse marginal probability 
of each word in the held-out test data, to measure the quality of model generalization. The 
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higher the likelihood is, the lower the perplexity will be, and a smaller value of perplexity 
represents a better effect of clustering and generalization capability. Formally, given the test 
set, we computed the perplexity of the given long text under p (w | r) for each image as follows. 
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(14) 

where p (wd,m|rd,1:N，xd,m) is the conditional probability of textual words, given an image rd,1:N, x 
is a binary variable denoting the type of topic generating this word, and Md is the number of 
textual words in document d. The higher conditional likelihood leads to the lower perplexity.  

To demonstrate the perplexity performance, we compare our proposed model with two 
existing baseline multi-modal topic models, corrLDA and mmLDA. But both model based on 
LDA model assume a one-to-one correspondence between the topics of each modality, they 
need to specify the topic number beforehand. As our DAC_mmst model introduces 
non-parametric HDP to estimate the best number of visual topics that can perfectly explain the 
image, we only regard the number of non-visual topics as an adjustable parameter. Fig. 5 
shows the perplexity under the maximum likelihood estimates of each model for different 
number of topics. We can find that mm_LDA does not present good conditional distributions, 
mainly because this model permits annotation terms to be constructed by topic that did not 
contribute to constructing the image regions. Although mm_LDA has the capability of 
modeling the joint distribution of texts and image regions, it cannot model the relationship 
between them. Furthermore, corrLDA presents as flexible a joint distribution by allowing 
annotation terms to be allocated to different visual topics, so it can achieve superior 
generalization performance to the mm_LDA.  

 

 
Fig. 5. Comparison of perplexity against different models. 

 
 

Most notably, we found DAC_mmst model can provide better generation quality than 
corr-LDA and mm_LDA models for two reasons. The main reason is that DAC_mmst is more 
suited to loosely relationship than one-to-one mapping used by corrLDA model. By separating 
the visual and non-visual topics, DAC_mmst not only generates strong relativity between two 
modalities, but also can model textual information without the corresponding visual 
information. Second, DAC_mmst determines the proper number of visual-topics by 
non-parametric Bayesian, which avoids under and over fitting for visual information. Thus, 
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with DAC_mmst, we can achieve a competitive fit of the joint distribution and find superior 
conditional distributions given images.  

B. Image Annotation and Region Labeling 

Table 2. Image annotation and region labeling results in terms of precision, recall and F-measure.  

DAC_mmstmm-LDA corrLDA tr-mmLDA

Image annotation

P FR P FR P FR P FR

DAC_mmstmm-LDA corrLDA tr-mmLDA

Region labeling

P FR P FR P FR P FR

15 23 18 20 37 26 32 71 44 40 74 51 29 34 31 31 59 41 46 51 48 60 53 56  
 
The performance measure of annotation is compared with mm-LDA, corr-LDA and 

tr-mmLDA. Annotation task usually involves two objectives: image annotation and image 
region labeling. Given a segmented image without its annotation, we can use compute two 
distributions over visual-annotation terms and non-visual annotation terms conditioned on the 
image according to Equation (15). 
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(15) 

In addition, we can use our model to make prediction for the region annotation. The label 
assigned to an image region is then the one which gives the highest probability for following 
region-based conditional distribution over visual annotation terms 

ζ φ≈ ∑( , ) ( ) ( , )
n

v v v v
n jn jn jn wz

p w r r q z p w z

 
(16) 

It should be noted that our model is not directly comparable to that of the state-of-the-art 
methods, as we are the first to achieve annotation by introducing non-visual terms. In order to 
assess the annotation performance, compared with the other models, we only consider the 
visual-annotation performance using precision, recall and F-measure as the performance 
measure. An annotated word is considered to be correct if and only if it appears in the ground 
truth annotation of the target image. Let A be the number of images automatically annotated 
with a given word, B the number of images correctly annotated with that word, and C the 
number of images having that word in ground-truth annotation. Then precision(P), recall(R) 
and F-measure(F) are computed as R = B/C ,P = B/A and F=2×P×R/(P + R). When there are 
repeated words in the ground-truth annotations, the repeated terms were removed to calculate 
the F. Otherwise, We used 5 random train/test splits to estimate the average P, R and F.The 
experimental comparisons are listed in Table 2. From this table, we can find that our method 
can consistently beat the other methods evaluated by the F-measure metric for more than 7 
percent. The causes for more F-measure than the state-of-art may be the reduced-dimension 
visual-annotation terms, which equals the textual information minus non-annotation terms, 
used in our model. In other words, non-visual topics remove some non-visual words, which 
reduce the noise information for visual-annotation and purify the visual terms. Also, the best 
fit number of visual topics determined by non-parametric HDP make a contribution to 
improve the annotation performance 

C. Classification Accuracy 

The goal in this experiment is to classify an unknown image as one of the ten learned 
scene classes. To measure the performance of different learning approaches for classfication, 
we implement four approaches (sLDA, mmLDA-SVM, mmLDA-SG, and our proposed 
DAC_mmst) that are popularly employed in social media analysis to train the models. sLDA is 
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the supervised model from [36], which only consider textual feature. For mmLDA-SVM, 
based on unsupervised mmLDA model and SIFT to denote image features, we represent each 
multi-modal document as a vector adopting text and image content. Then, classifier is learned 
adopting SVM, which is used to predict and attach two type of labels to text data. mmLDA-SG 
is similar to the training process of mmLDA-SVM. But we adopt softmax regression method 
to train classifier instead of SVM.  

We report 8-category discriminations of 87% by adopting DAC_mmst model. The results 
are illustrated in the confusion matrices of Fig. 6. Note that we observe that SLDA is better 
than mmLDA-SVM and mmLDA-SG, which shows the textual information is much more 
helpful than the visual information for classification of multi-modal information with richly 
and loosely descriptions. We can also observe that our DAC_mmst can reduce the error of 
SLDA by at least 10%. It may be because SLDA only uses the supervised information. 
Different from these methods, DAC_mmst can jointly exploit the multi-modal property and 
the multiclass property, which can reasonably model the correlations between two modalities 
more accurately. Through separating the visual topics and non-visual-topics, our model makes 
better document representations in the latent semantic space and boosts the classification 
accuracy. Otherwise, the combination with non-parametric Bayesian HDP model effectively 
prevent over or under fitting due to the number of topics, which contributes to improving 
the classification accuracy. 

 

scw

wia

gre

fcr

scsd

ows

mro

ajo

.01

avg. accuracy:87%

DAC_mmst

avg. accuracy:77%

sLDA

avg. accuracy:71%

mmLDA-SVM
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.02 .03 .02 .88 .01 .02 .01.00

.01 .03 .02 .01 .85 .01 .04.02

.04 .00 .00 .00 .00 .64 .31.00

.11 .00 .00 .00 .00 .40 .48.00

.00 .85 .04 .00 .00 .00 .00.10

.71 .00 .00 .00 .00 .22 .06.00
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fcr
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.01 .02 .38 .01 .01 .03 .03.50

.00 .01 .54 .00 .01 .00 .02.41

.03 .03 .02 .82 .02 .01 .01.05

.02 .04 .02 .03 .80 .03 .04.01
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.01 .00 .01 .00 .00 .45 .52.00
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Fig. 6. Image classification accuracy analysis. 

Conclusions and Future Work 
In this paper, we have developed DAC_mmst, a supervised topic model for the task of image 
annotation and classification in a unified framework. While existing methods require strong 
correspondence between the modalities, our DAC_mmst can flexibly bridge and reveal 
semantic information from information across different modalities by separating the visual 
topics and non-visual topics, where the non-visual topics reduce the information loss of the 
traditional annotation and achieve deeper annotation for images. At the same time, our 
DAC_mmst can effectively integrate the revealed topics to implement classification. Last, it is 
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capable to automatically determine the number of latent topics for visual modality. Extensive 
experiments demonstrate the above advantages in terms of perplexity, image annotation, and 
classification.  
In the future, we intend to investigate more tasks based on the expansion of our proposed 
model, such as multi-modal sentiment analysis. Otherwise, one of the limitations of our model 
is that the computational cost is high in terms of both time and space complexity. In the future, 
we will develop more efficient model to optimize this problem. 
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A.2. We also use the conjugate gradient method to derivate this parameter as δ 
in analog to ρ as follows. 
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