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Abstract – In medical ultrasound imaging, frequency-dependent attenuation downshifts and reduces a 
center frequency and a frequency bandwidth of received echo signals, respectively. This causes 
considerable errors in quadrature demodulation (QDM), result in lowering signal-to-noise ratio (SNR) 
and contrast resolution (CR). To address this problem, adaptive dynamic QDM (ADQDM) that 
estimates center frequencies along depth was introduced. However, the ADQDM often fails when 
imaging regions contain hypoechoic regions. In this paper, we introduce a valid region-based ADQDM 
(VR-ADQDM) method to reject the misestimated center frequencies to further improve SNR and CR. 
The valid regions are regions where the center frequency decreases monotonically along depth. In 
addition, as a low-pass filter of QDM, Gaussian wavelet based dynamic filtering was adopted. From 
the phantom experiments, average SNR improvements of the ADQDM and the VR-ADQDM over the 
traditional QDM were 1.22 and 5.27 dB, respectively, and the corresponding maximum SNR 
improvements were 2.56 and 10.58 dB. The contrast resolution of the VR-ADQDM was also improved 
by 0.68 compared to that of the ADQDM. Similar results were obtained from in vivo experiments. 
These results indicate that the proposed method would offer promises for imaging technically-difficult 
patients due to its capability in improving SNR and CR. 
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1. Introduction 
 
In conventional medical ultrasound imaging systems, 

quadrature demodulation (QDM) is commonly utilized to 
extract envelope information from received radio-frequency 
(RF) echo signals [1-3]. During the QDM, complex 
baseband signal is obtained by multiplying cosine and sine 
waveforms (i.e., down-mixing), where a center frequency 
of a sinusoidal waveform is typically assumed to be the 
same as the frequency used in the transmission, followed 
by a low-pass filter (LPF) to remove high-frequency 
components. However, a center frequency of echo signal is 
downshifted and its bandwidth is reduced due to frequency-
dependent attenuation as an ultrasound wave propagates 
through soft tissue [4, 5]. This mismatch between the 
assumed center frequency and the downshifted received 
frequency causes the loss of signal-to-noise ratio (SNR). In 
addition, ultrasound waves traveling a heterogeneous 
medium attenuate nonlinearly because different types of 
tissue have different value of attenuation coefficients. Thus, 
it would be challenging to compensate these varying 
attenuations with the conventional QDM (CQDM, which 
uses the constant center frequency and the fixed LPF 
coefficients. 

An adaptive time gain compensator (TGC) can partially 
compensate the loss in signal strengths occurred by the 
attenuation [6]. However, the TGC amplifies both noise 
and echo signals, thus it would make an image noisier if 
unwanted noise signals are remained after the CQDM. 
Adaptive dynamic QDM (ADQDM) methods, in which 
center frequencies along depth are estimated and used 
during the QDM have been introduced [7, 8]. In the method, 
a second-order auto-regressive model was employed to 
estimate a downshift in the center frequency. Then, based 
on the estimated center frequencies along the depth, 
ADQDM adaptively selects the frequency for down-
mixing at every imaging depth points (or segments) and the 
LPF coefficients. Similarly, auto-correlation based methods 
have been also used to track the center frequency 
downshift [9, 10]. In the methods, the center frequencies 
were estimated using an analytic signal generated by either 
the CQDM or the Hilbert transform [11]. After estimating 
the center frequencies, first- or second-order polynomial 
fitting were applied to obtain a smooth curve of the 
estimated center frequency to eliminate fluctuations 
stemming from coherence noise from sub-resolvable 
scatterers. The errors of these methods in estimate center 
frequencies were less than 7% in a homogeneous medium. 
However, it would be challenging to track down a 
downshift of center frequency in a heterogeneous medium 
by using the simple curve fitting method. Furthermore, the 
center frequencies may under- or over-estimated at low 
SNR regions, e.g., far depth and hypoechoic regions (e.g., 
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amniotic fluid or blood). 
To obtain a reliable curve of the center frequency, we 

define a valid region when estimating center frequencies to 
reject unreliable estimates. For this, it can be assumed that 
the center frequencies decrease monotonically since the 
ultrasound wave experiences the frequency-dependent 
attenuation as it propagates through media [12, 13]. Thus, 
we estimate center frequencies only in the valid regions. In 
this paper, we propose an adaptive dynamic QDM method 
based on a valid region (VR-ADQDM) that can reject the 
misestimated center frequencies. In addition, an effective 
fitting method and a dynamic filtering method based on 
Gaussian wavelet are presented. The proposed method was 
evaluated through phantoms and in vivo experiments using 
RF data acquired by a commercial ultrasound machine.  

 
 

2. Method 
 
In this section, we describe the proposed method, and its 

effectiveness in estimating center frequencies is examined 
by computer simulation using Matlab (MathWorks Inc., 
Natick, MA). In the simulation, beamformed RF data 
acquired using a commercial ultrasound machine (UGEO 
H60, Samsung Electronics Co. Ltd., Suwon, Korea) were 
used. A commercial fetal phantom (SPACEFAN-ST, 
KYOTO KAGAKU Co. Ltd., Kyoto, Japan) was scanned 
using a 3-MHz convex array transducer. 

 
2.1 Valid Region-based Adaptive Dynamic Quadrature 

Demodulation (VR-ADQDM) 
 
Fig. 1(a) shows a block diagram of the proposed VR-

ADQDM. Beamformed RF signals, r(n), are first 
demodulated using CQDM, where a fixed center frequency 
(typically, transmitted frequency) and filter coefficients are 
used to obtain complex baseband signal, i.e., i(n) and q(n). 
Note that the complex baseband signal is not centered at 
around zero frequency due to a downshift of center 
frequency. Instantaneous frequencies of the signal are 
calculated from the complex baseband signal by [10, 11] 
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where T is the sampling period and N is the data length of 
auto-correlation, respectively. From Eq. 1, actual center 
frequencies of the received echo signal along the imaging 
depth, f(n), can be obtained by f0+∆fc(n), where f0 is the 
constant frequency used in the CQDM. In the previous 

methods, a polynomial fitting is performed to obtain a 
smooth curve along depth using the estimated center 
frequencies, i.e., f(n) [8-10], which cannot present dynamic 
attenuation in center frequency in heterogeneous media. In 
addition, the misestimated center frequencies from regions 
with low SNR can lead to biased results. 

To mitigate these problems, we obtain a final curve of 
the center frequencies estimated only from the valid 
regions. A block diagram of the valid region estimate is 
shown in Fig. 1(b). As can be seen, we applied a three-
tap moving average filter which can reject outliers with 
low computational cost. Then, mean values of local 
center frequencies are computed, as shown in Fig. 2(a). 
The validity of estimated center frequencies is determined 
by a criterion that the center frequencies decrease along 
imaging depth. In other words, because of fundamental 
phenomenon of frequency dependent attenuation, the 
center frequency of an ultrasound wave always downshifts 
when traveling any media. Thus, based on this physical 
phenomena, our approach determines increasing estimated 
frequency as a function of depth as invalid. If the local 
estimated center frequency is higher than previous one, that 
position is regarded as the invalid region and thus, their 
estimates are not used when computing a final curve of 
center frequency. In this way, we define a valid region map 
that is a binary map (0 and 1) presenting the validity of 
each pixel for the frequency estimation. In other words, 0 
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Fig. 1. (a) Overall block diagram of proposed adaptive 
dynamic quadrature demodulation (VR-ADQDM) 
and (b) flow chart of center frequency estimation 
method in the proposed method 
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in the map means we cannot use the frequency estimate 
in that region and vice versa. For the robustness of the 
method, not only we obtain a single valid region map 
through this process, but also we repeat this process and 
obtain multiple valid region maps defined as wval,0, wval,1, 
and wval,2 Here, we vary the starting points in the 
computation of valid regions. Then, the final valid region 
is determined by an inclusive manner, i.e., wval= 
wval,0‖wval,1‖wval,2, where ‖ denotes the logical OR 
operation. In our study, three initial points, i.e., depths of 0 , 
2, and 4 mm were used. Fig. 2(b) shows the final estimated 
valid region (black line). 

After estimating the valid regions (wval=1), only center 
frequencies in these valid regions are extracted. The 
selected center frequencies (black line) are shown in Fig. 
3(a). The frequencies in invalid regions (i.e., wval=0) are 
discarded and they are replaced with the values estimated 
by linear interpolation and extrapolation of the frequencies 
extracted in the valid regions. Additional moving averaging 
is performed to eliminate local peaks, and then a 
monotonically decreasing curve of center frequency, fc(n), 
can be obtained, as shown in Fig. 3(b). 

In the proposed VR-ADQDM, the estimated center 
frequencies, fc(n), are used not only for down-mixing but 
also for LPF. The LPF is designed based on a Gaussian 
wavelet method that was introduced in [14] 
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where B is the -6-dB bandwidth of a transducer. After the 
VR-ADQDM, further signal processing such as envelope 
detection, log-compression and scan conversion are 
conducted to obtain B-mode ultrasound images. 

 
2.2 Experiment setup and evaluation metrics 

 
To evaluate the performance of the proposed VR-

ADQDM, beamformed RF data from phantoms and in vivo 
abdominal region were acquired using a commercial 
ultrasound machine (UGEO H60, Samsung Electronics Co. 
Ltd., Suwon, Korea) with 3-MHz convex and 5-MHz linear 
array transducers. In the phantom study, commercial fetal 
(SPACEFAN-ST, KYOTO KAGAKU Co. Ltd., Kyoto, 
Japan) and multi-purpose (Model 539, ATS Lab., Bothell, 
WA, USA) phantoms were scanned. Fractional bandwidths 
of linear and convex array transducers were, respectively, 
60% and 80%, which were used as initial cutoff 
frequencies for designing dynamic LPFs, i.e., B in Eq. 2. In 
all experiments, the number of samples for the auto-
correlation function (N in Eq. 1) was 64 and a three-tap 
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Fig. 2. Estimation results of (a) center frequencies and (b)
valid regions, respectively. These representative 
results are obtained from a scanline indicated with a 
white line in Fig. 4(a) 
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Fig. 3. Results of center frequency estimation: (a) Estimated 
center frequencies along with extracted values 
based on the valid regions and (b) final curve of 
reconstructed center frequencies along imaging 
depth 
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moving average filter was utilized for smoothing. To 
compare the performance, images with the CQDM and 
ADQDM with a first-order polynomial fitting were also 
obtained. 

For quantitative evaluation, SNR values were measured 
from phantom and in vivo abdominal data as follows [15]: 
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where d is the depth index, and Esignal(d) and Enoise(d) are 
the envelope signals from echo and noise, respectively. The 
system noise was measured by acquiring beamformed RF 
data without transmission. In the measurement of SNR, the 
maximum (i.e., max[·]) and standard deviation (i.e., std[·]) 
values were obtained within 5 mm of d. In addition, 
contrast resultion (CR) was compuated by using [16] 
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where µl and µs are the mean envelope values from lesion 
and background speckle regions, respectively, and σl and σs 
are their corresponding standard deviation values. The two 
regions were selected to be the same size and located at the 
same depth. 

 
 

3. Results and Discussion 
 
Fig. 4 shows fetal phantom images obtained by the 

CQDM, the ADQDM, and the VR-ADQDM with a valid 
region map, respectively. As can be seen in Fig. 4, 
anatomical features such as fetal body, amniotic fluid, and 
placenta regions are more clearly visualized when the VR-
ADQDM is applied. Especially, the speckle patterns of the 
placenta region are more pronounced in the proposed 
method than those in other methods. Noisy signals in the 
amniotic fluid are also suppressed. The valid region map 
(Fig. 4(d)) in the proposed VR-ADQDM method shows 
that it has an ability to reject hypoechogenic regions such 
as amniotic fluid, fetal heart and stomach. In addition, the 
placenta region, which locates at the far depth and thus 
yields low SNR, is successfully excluded. 

Estimated center frequencies along with fitted curves 
by the conventional ADQDM and VR-ADQDM from a 
selected scanline (indicated with a white line in Fig. 
4(a)) are shown in Fig. 5. As shown in Fig. 5, the center 
frequencies as a function of depth (gray solid line) were 
misestimated in the amniotic fluid (depth of 40~70 mm 
and 110 ~ 130 mm) and placenta (beyond 130 mm) regions. 
These misestimated values leaded to the erroneous curve 
fit result in the conventional ADQDM (black dotted line). 
The slope of fitted curve produced by the ADQDM was 
almost even along depth. On the other hand, the 
proposed method could remove those regions, thus the 
monotonically-decreasing curve (black solid line) could be 
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Fig. 4. Fetal phantom images by (a) CQDM, (b) ADQDM, 
(c) proposed VR-ADQDM methods and (d) its valid 
region map 
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Fig. 5. Estimated center frequencies as a function of depth 

and reconstructed curve by conventional ADQDM 
and proposed VR-ADQDM 
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obtained as shown in Fig. 5. For quantitative comparison, 
SNR improvements of the ADQDM and the VR-ADQDM 
over the CQDM were measured and plotted in Fig. 6. Here, 
the maximum SNR improvements of the ADQDM and VR-
ADQDM were 1.69 and 6.58 dB, respectively, and the 
mean improvements were 0.71 and 3.42 dB for each 
method. 

Phantom images processed by the CQDM, the ADQDM, 
and the VR-ADQDM along with a valid region map are, 
respectively, shown in Fig. 7. Holes at far depths could be 
visualized in the image produced by the proposed method 
whereas they are not visible in the images created by the 
CQDM and the ADQDM. This can be explained from 
results of the center frequency estimate, which is shown in 
Fig. 8. The estimated center frequencies (gray line) first 
decreased, and increased after depth of 110 mm due to low 
SNR at far depth, resulting in an increasing fitting curve in 
the ADQDM. On the other hand, a curve produced by the 
proposed method could track down the estimated center 
frequencies since it only utilize the center frequencies from 
valid regions (Fig. 7(d)) when generating the curve. 

Improvements of SNR and CR over the CQDM are 
presented in Fig. 9. The CR values were measured from 
holes and adjacent speckle regions, which are indicated 

with white boxes in Fig. 7(a). As can be seen, the 
improvement of SNR and CR in the proposed method 
was higher than those by the ADQDM. The average SNR 
improvements of ADQDM and VR-ADQDM were, 
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Fig. 7. Phantom images by (a) CQDM, (b) ADQDM, (c) 
proposed VR-ADQDM and (d) its valid region map 

0 20 40 60 80 100 120 140 160
2.5

3

3.5

4

4.5

5

5.5

6

6.5

7

Axial distance [mm]

Fr
eq

ue
nc

y 
[M

H
z]

 

 

Estimated center frequency
Fitting curve of ADQDM
Fitting curve of proposed VR-ADQDM

 
Fig. 8. Estimated center frequencies and reconstructed 

curves by the conventional ADQDM and proposed 
method 
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Fig. 9. Improvement of (a) SNR and (b) CR produced by 
the conventional ADQDM and proposed VR-
ADQDM over CQDM 
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Fig. 10. In vivo liver images by (a) CQDM, (b) ADQDM, 
(c) proposed VR-ADQDM and (d) its valid region 
map 
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respectively, 1.22 and 5.27 dB, and the maximum 
improvements for each method were 2.56 and 10.58 dB. 
The average CR improvements for the ADQDM and VR-
ADQDM were 0.02 and 0.30, respectively, and the 
maximum values were 0.08 and 0.76. 

Fig. 10 and 11 show in vivo liver images produced by 
each method, and resultant curves of estimated center 
frequency and SNR improvement, respectively. As shown 
in Fig. 11(a), the curves by the ADQDM and VR-ADQDM 
were similar to the results from the phantom experiments; 
the curve of center frequency in the ADQDM increased 
due to low SNR at the far region whereas the curve by the 
proposed method decreased. This misestimated curve 
leaded to inadequate down-mixing and broadening the 
bandwidth of the LPF, reducing the SNR in the ADQDM, 
as shown in Fig. 11(b). The average and maximum SNR 
improvement of the proposed method were 1.66 and 3.66 
dB, respectively. 

From the phantom and in vivo experiments, we 
demonstrated that the proposed VR-ADQDM method 
could improve the SNR and the CR over the conventional 
methods. Thus, our method is expected to be useful for 
imaging technically-difficult patients. Although the proposed 
method requires additional computation for estimating 
center frequencies along imaging depth, its burden would 
not be considerable since it only utilized simple 

computations, g, auto-correlation, moving average, linear 
interpolation and extrapolation. This computational 
complexity can be handled with modern multi-core 
processors such as a central processing unit or a graphic 
processing unit. 

 
 

4. Conclusion 
 
In the paper, we have proposed the VR-ADQDM 

method that can effectively remove the misestimated center 
frequencies and thus create a reliable curve for the 
downshiting frequencies along the depth. In the method, 
the center frequency curve was obtained from the 
frequency estimates computed only in the valid regions 
under an assumption that the center frequencies decrease as 
ultrasound waves propagate through biological tissue. The 
performance of the proposed method was assessed through 
the phantom and in vivo experiments. We demonstrated 
that the proposed VR-ADQDM method outperformed in 
improving signal-to-noise ratio and contrast resolution 
compared to the conventional methods, i.e., conventional 
QDM and ADQDM.  
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