
J Electr Eng Technol.2018; 13(1): 211-219 
http://doi.org/10.5370/JEET.2018.13.1.211 

 211
Copyright ⓒ The Korean Institute of Electrical Engineers 

This is an Open-Access article distributed under the terms of the Creative Commons Attribution Non-Commercial License (http://creativecommons.org/ 
licenses/by-nc/3.0/) which permits unrestricted non-commercial use, distribution, and reproduction in any medium, provided the original work is properly cited. 
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Abstract – This paper designs a nonlinear PI-type controller for the robust control of a boost DC-DC 
converter using a particle swarm optimization (PSO) algorithm. Based on the common knowledge that 
the transient responses can be improved if the P and I gains increase when the transient error is big, a 
nonlinear PI-type control design method is developed. A design procedure to autotune the nonlinear P 
and I gains is given based on a PSO algorithm. The proposed nonlinear PI-type controller is 
implemented in real time on a Texas Instruments TMS320F28335 floating-point DSP. Simulation and 
experimental results are given to demonstrate the effectiveness and practicality of the proposed 
method. 
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1. Introduction 
 
DC-DC converters have been popular in many industrial 

applications due to its small size and high power density. 
It should be noted that the electric power output is 
usually delivered at the output voltage range of 12 to 80 
VDC in renewable energy sources such as PV modules, 
wind turbines, full cells, and battery systems. In order to 
satisfy the electric grid standards the output voltage 
value should be increased to the system DC bus voltage 
of around 200 or 400 VDC depending on the AC load and 
grid requirements (Refer to Fig. 1)[1, 2]. DC-DC converter 
control systems usually undergo nonlinearities as well as 
parameter variations. And this leads to significant control 
performance degradation. For precise control of DC-DC 
converters under nonlinearities or uncertainties many 
researchers have developed numerous advanced methods, 
e.g. nonlinear control [3, 4], sliding mode control [5-8], 
fuzzy control [9-12], adaptive control [13]. These advanced 
methods give good transient and steady-state control 
performances. However, the conventional PI-type control 
methods are still widely used because they are very simple 
and they give comparable performances as shown in [9]. 
Considering this fact, we propose a nonlinear PI-type 
control system design method for DC-DC boost converter 
systems. Reflecting on the common control engineering 
knowledge [9, 12] that the transient responses can be 
improved if the P and I gains increase when the transient 
error is big, we design nonlinear P and I gains. We assume 
that the nonlinear P and I gains can be represented by using 
weighted sums of Gaussian functions of which values 

become larger as the output error increases. We cast the 
problem of designing the nonlinear PI-type controller as a 
nonlinear optimization problem. And we give a PSO-based 
procedure to solve the design problem. We implement the 
nonlinear PI-type control algorithm on a Texas Instruments 
TMS320F28335 floating-point DSP and we give simulation 
and experimental results verifying that the proposed 
nonlinear PI-type controller gives smaller overshoot and 
faster recovery time than a conventional PI-type controller.  

This paper is organized as follows. Section 2 gives an 
mathematical description of a boost converter. Section 3 
presents a conventional PI-type controller design method 
based on the boost converter model. Section 4 gives a 
nonlinear PI-type controller and analyzes the closed-loop 
stability. Section 5 proposes a PSO-based algorithm to 
optimize the nonlinear PI control gains under some 
performance criteria. Section 6 shows the practicality and 
effectiveness of the proposed design method via simulation 
and experimental results. Section 7 gives some concluding 
remarks.  

 
 

2. System Description 
 
A boost DC-DC converter can be described by the 

following second-order nonlinear dynamic Eq. (3, 4). 
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Fig. 1. Renewable energy system with integrated DC-DC 

boost converter 
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where Li& , Cv , u  denote the input inductor current, the 
output capacitor voltage, the duty ratio input function 
ranging on the interval [0, 1]. The symbols E, L, C, R 
represent the external source voltage value, the input 
circuit inductance, the output filter capacitance, the output 
load resistance, respectively. 

We will use the following assumptions: 
A1 : Li& , Cv , are available. 
A2 : The inductor current is never allowed to be zero, i.e. 

the converter is in continuous conduction mode. 
 
By introducing the following error terms 
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we can obtain the following error dynamics from (1) 

 
 z Az Bv Bv= + + D&  (2) 

 
where [ ]1 2 3, , ,T

rz z z z V=&  is the desired reference output 

voltage satisfying 0,rV E> >  and 
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After all, our design problem can be formulated as 

proposing a stability analysis and control synthesis method 
for the error dynamics (2). Fig. 2 shows a block diagram of 
the PI controller for a boost converter. 

 
 

3. Conventional PI-type Controller 
 
The nonlinear model (2) can be linearized at the 

operating point 0z =  as follows: 
 

 z Az Bv= +&  (4) 
 
Assume that the control input v is given by the following 

PI-type control law 
 

 1 1
0

t
P Iv K z K e K edt= + + ò   (5) 

 
where 1, ,P IK K K  are gains, especially PK  and IK  
are the P and I gains, and e  is the output error, i.e. 

2C re v V z= - = . Then the control law (5) can be rewritten 
as 
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and the linearized system model (4) with the above PI-type 
control law leads to the following closed-loop system 
dynamics 

 
 ( )clz A z A BK z= = +&   (7) 

 
where the system matrix clA  is given by 
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This yields the following characteristic polynomial 
 

 3 2
3 2 1 0( ) det( )cls sI A s s sa a aD = - = + + +   (9) 

 
where the coefficients 0a , 1a  and 2a  are given by 
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Fig. 2. Closed-loop boost converter control system 
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The polynomial (9) implies that the closed-loop control 

system matrix clA  is stable if the gains 1K , PK , and 
IK satisfy the inequality condition [13]  
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It should be noted that for 1 0IK K= =  and 

2/ 2P rK E V=  the above stability condition (11) is trivially 
satisfied and thus it is always feasible, i.e. the linearized 
system model of the boost DC-DC converter is always 
stabilizable with a PI-type control law. Since the 
Lyapunov’s linearization method implies that the original 
nonlinear system is stable as long as the linearized system 
is stable, we can stabilize the nonlinear boost model (2) by 
using the PI-type controller (6) satisfying the condition 
(11). 

 
 

4. Nonlinear PI-type Controller 
 
The common control engineering knowledge [9, 12] 

implies that the control performances can be enhanced if 
the P and I gains are replaced with larger values when the 
error is big, thus we can improve control performances of 
the conventional controller (6) by slightly increasing the 
P and I gains as the output error grows. To this end, we 
modify the conventional PI-type control law (6) and we 
consider the following nonlinear PI-type controller :  
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where N is some integer, , , , , ,P I j j j jd d j h r z are 
nonnegative constants. We will assume that ,j jj h  can be 
represented by using nonnegative design parameters 
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which will guarantee 
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Fig. 3. Block diagram of the nonlinear PI-type controller 

 
It should be noted that the above nonlinear PI-type 

controller (12) can be rewritten as the summation of the 
linear part vl and the nonlinear part vnl 

 
 l nlv v v= +  (15) 

 
where the linear part vl is the same as the conventional 
linear PI-type control law (6) and the nonlinear part vnl is 
given by 
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Fig. 3 shows a block diagram of the nonlinear PI-type 

control law of (12). 
It should be noted that an excessively large gain value 

will lead to violation of hardware constraints. The gains of 
the proposed nonlinear PI-type control law (12) are 
positive reverse bell-shaped nonlinear functions and thus 
the gains are confined in some ranges. If the output voltage 
error e = z2 becomes small then by (14) the followings can 
be obtained 
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leading to vnl≈ 0. Thus the above nonlinear PI-type control 
law (12) can be approximated by the linear PI-type control 
law (6) when the error is small. If the output voltage error e 
is big, i.e. |e|≫1 then the nonlinear functions 
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thus the above nonlinear PI-type control law (12) can be 
approximated by the following linear PI-type control law 
(6) with bigger gains than those of (6) : 
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We can see that the P gain of our nonlinear PI-type 
controller is within the range [KP, KP (1+δP )] and the I 
gain is within [KI, KI (1+δI )]. Using (12), and referring to 
(7) and (8) we can obtain the following error dynamics : 
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The above error dynamics (19) yields the following 

third-order characteristic function 
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By using the previous result on the Kharitonov’s 

theorem [13], we can see that the characteristic function 
(20) with (21) is asymptotically stable if 
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This proves the following theorem. 
 
Theorem 1 Consider the closed-loop system of the 

linearized system model (4) with the proposed nonlinear 

PI-type control law (12). Then, the asymptotic stability 
of z = 0 is guaranteed as long as the control parameters 

1[ , , ]P IK K K K= , δP, δI satisfies the condition (22). 
 
Remark 1  It should be noted that the boost converter 

(1) can be stabilized by the proposed nonlinear PI-type 
controller (12) if the control parameters 1[ , , ]P IK K K K= , 
δP, δI are tuned by using the condition (22)  

 
 
5. Particle Swarm Optimization Algorithm to 

Autotune Nonlinear PI Controller 
 
The control performances of the proposed nonlinear 

PI-type controller (12) will depend on the value of the 
parameter vector ψ = [φT, ηT, σT, ζT ]T∈ R4N where φ = [φ1, 
· · ·, φN]T, η = [η1, · · ·, ηN]T, σ = [σ1, · · ·, σN]T, and ζ = [ζ1, · · 
·, ζN]T . Thus it is reasonable to find some optimal vector ψ 
minimizing a performance criterion for the given K1, KP, KI, 
δP, and δI satisfying the stability condition (22). Because 
the index ISE is one of the most popular measures to 
compare the control performances of PID control systems, 
we will consider the following integral performance index 
J  to find the optimal ψ 
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where tf is the final time. 

After all, the nonlinear PI-type control design problem 
can be cast as an optimization problem of finding the 
optimal parameter vector ψ such that the integral 
performance index J is minimized for the given gain 

1[ , , ]P IK K K K= . The optimization problem can be 
rewritten as 

 

 : arg max ( ) (2), (12)J subject to
y

yR  (24) 
 
The optimization problem P of (24) is nonlinear and it 

seems difficult to solve analytically thus we try to use a 
PSO algorithm to find the optimal parameter vector ψ. In 
order to attack nonlinear problems many researchers have 
proposed bio-inspired evolutionary algorithms such as 
genetic algorithm and PSO. Numerous successful appli-
cations of PSO to solve difficult optimization problems 
have been reported in the literature [14-19]. In PSO, 
particles are used to represent trial solutions and a swarm 
of particles denotes the population of trial solutions. Each 
particle has two main attributes : position and velocity. 
PSO requires fewer parameters and it is simpler than other 
bio-inspired evolutionary algorithms such as genetic 
algorithm. A PSO algorithm is usually implemented by 
using the following steps : 

S1 : Generate the initial particles with random position 
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and velocity values in the search space. 
S2 : Evaluate the objective function of particles. 
S3 : For each particle, compare the particle’s objective 

function value with its previous best value. If the 
current position outperforms its previous best 
position, update it. 

S4 : Find the global best position among the particle’s 
previous best positions. 

S5 : Update particles’ velocities and positions. 
S6 : Repeat steps 2 through 5 until a stopping criterion is 

satisfied. 
 
In this section, we will develop an autotuning method 

for the control parameter vector ψ of the nonlinear PI-type 
controller (12) based on PSO approach. 

 
5.1 Initialization 

 
Before we actually start to optimize and autotune the 

control parameter vector ψ, we need to set the essential 
parameters of the maximum generation number Gmax and 
the swarm size Np. In the literature the swarm size is in the 
range 20 through 60.We cannot expect that a larger swarm 
size improves drastically the optimal value. This paper 
uses Np=20. In the initialization step, we also create the 
Np initial position vectors (0) (0) (0)(0)

1 2 4[ , , , ]Ti i i i Np p p p= L and 

velocity vectors (0) (0) (0)(0)
1 2 4[ , , , ]Ti i i i Nv v v v= L . We set (0)

ijp  

as random numbers taken from (0 10] and we use (0) 0iv = . 
 

5.2 Objective function 
 
The objective function is also called as the fitness 

function. This paper uses the integral performance index J 
of (23) as the objective function. For given k-th generation, 
each particle is evaluated for the objective function value 
under ( )k

ipy = . If the position ( )k
ip is better than the 

personal best position *
ip  ever found by the i-th particle, 

set * ( )k
i ip p= . If the position ( )k

ip is better than the global 
best position *g found by any particle, set * ( )k

ig p= . 
 

5.3 Update Law 
 
The updates of velocity and position are key operations 

in PSO. By using the following elementary floating point 
arithmetics the velocity and position are updated and a new 
swarm of particles is generated 
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where pmax and pmin are some constants, W is the inertia 
weight coefficient, ξ1 is the personal influence weight 
coefficient, and ξ2 is the social influence weight coefficient. 
The terms r1 and r2 are uniformly distributed random 
numbers within [0, 1]. The vector *

ip is the best position 
of the ith particle. The vector g* denotes the global best 
position of the whole swarm. The first term of (25) gives 
the momentum for the particles to fly through the whole 
search space. The second term represents experience of an 
individual particle and it drives the particles to move 
toward their own best position. The third term represents 
the collaborative effect of the swarm in searching the 
global best. The inertia weight coefficient W controls the 
search range. A larger W enables the particles to search the 
optimal solution more globally. By decreasing the inertia 
weight W we can reduce the search space. We use W = 0.5 
in this paper. The coefficients ξ1 and ξ2 control the speed 
towards the personal best and global best. Small ξ1 and ξ2 
will make the particles fly slowly towards the personal 
best and global best. And large ξ1 and ξ2 can make the 
swarm unstable. The coefficients ξ1 and ξ2 are usually set 
equally as a positive constant within (0, 4]. This paper 
uses ξ1= ξ2 = 0.3. It should be noted that the use of the 
same weight coefficients may incur the premature 
convergence phenomenon in which each particle behaves 
very similarly and the diversity of the swarm is decreased. 
This premature convergence phenomenon can be solved by 
varying the weight coefficients as the previous methods of 
[18,19].  

 
5.4 Stopping criteria 

 
The minimum objective function value becomes smaller 

than a prescribed value or it converges, we terminate the 

 
Fig. 4. PSO algorithm to autotune the nonlinear PI-type 

controller 
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algorithm. Alternatively, the maximum generation number 
Gm is reached, we stop, and we choose the global best 
position as the control parameter vector, i.e. ψ = g*. Fig. 4 
depicts a flow chart of the proposed PSO algorithm to 
autotune the control parameter vector ψ of the nonlinear 
PI-type control law (12). 

 
 

6. Simulation and Experimental results 
 
Consider a boost converter (1) with L=4[mH], C=300 

[uF], E=64[V], the PWM switching frequency 40 [kHz]. 
Assume that the nominal load resistance is R= 1[kΩ] and 
the desired reference output voltage Vr is Vr = 200[V]. We 
assume that the input voltage E and the output load 
resistance R are within 48-80[V] and 333-1500[Ω], 
respectively. By using the result of [20], we can easily 
show that these design specifications can be satisfied with 
L=4[mH] as follows: 

 
max

min 3
2 2 1500 2.778 4

27 27 40 10s

R
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f
= = = £ =
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Similarly, we can show that the output filter capacitance 

C=300[uF] can meet the design specifications.  
We assume that the input circuit inductance and the 

output filter capacitance are time-invariant whereas the 
load resistance is uncertain but bounded as (20). By 
referring to (2) and (3), we can obtain the following 
approximate averaged model 
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By referring to the analysis given in Section 3 or the 

existing methods of [2] and [7], we can design the 
following conventional linear PI-type controller for the 
above boost converter model 

 

 1 2 2
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t

v z z z dt= + + ò     (28) 

 
With the above linear PI-type controller, and N = 2, Gm 

= 50, Np = 20, W = 0.5, ξ1 = ξ2 = 0.3, the following nonlinear 
PI-type controller is designed by the proposed PSO 
algorithm 
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Fig. 5. Simulation results with the proposed method under 

C1 
 

 
Fig. 6. Simulation results with the proposed method under 

C2 
 
We consider the following two cases in order to verify 

the feasibility and practicality of the proposed method : 
Case 1) The external source voltage value E changes from 
48[V] → 80[V] → 48[V] while the output load resistor is 
kept constant at R = 333[Ω]. Case 2) The output load 
resistor R changes from 1500[Ω] → 333[Ω] → 1500[Ω] 
while the external source voltage holds constant at E = 48 
[V]. It should be noted that renewable energy sources such 
as photovoltaic module, fuel cell, or energy storage devices 
usually deliver output voltage within the range of 12 to 
80 [V]. The boost converter (27) can be directly applied 
to step up the output voltages of the renewable energy 
sources. Fig. 5 shows the time trajectories of the input 
voltage E, the output voltage vC, and the output current iR 
subject to E changing abruptly from 48[V ] → 80[V ] → 
48[V ] with R = 333[Ω]. Fig. 6 illustrates the histories of E, 
vC, and iR when R changes abruptly from 1500[Ω] → 
333[Ω] → 1500[Ω] while E holds constant at E = 48[V ]. 
For some comparisons, we also consider the linear PI-type 
controller (28). Figs. 7 and 8 show the time histories by 
the conventional linear PI-type controller (28). Fig. 7 
depicts the time histories of E, vC, iR when E changes 
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abruptly from 48[V ] → 80[V ] → 48[V ] while R is kept 
constant at R = 333[Ω]. Fig. 8 shows the trajectories of E, 
vC, and iR subject to R changing abruptly from 1500[Ω] 
→ 333[Ω] → 1500[Ω] with E=48[V]. Table 1 summarizes 
the comparative numerical results of the conventional 
controller (28) and the proposed controller (29). Table 1 
and Figs. 5 through 8 imply that the proposed controller 
achieves 9.5 % reduction in integral of absolute output 
error, 11.1 % reduction in integral of squared output error, 
and 32.3 % reduction in integral of time-weighted squared 

output error, 50% reduction in percentage overshoot for 
the case C1 compared to the conventional controller (28). 
The proposed controller achieves 17.2 % reduction in 
integral of absolute output error, 28.5 % reduction in 
integral of squared output error, and 19.1 % reduction in 
integral of time-weighted squared output error, 50% 
reduction in percentage overshoot for the case C2 compared 
to the conventional controller. 

An experimental test setup is constructed to show the 
practicality and feasibility of the proposed method as shown 
in Fig. 9. The proposed control algorithm is implemented 
on a Texas Instruments TMS320F28335 floating-point 
DSP. The TMS320F28335 DSP supports real-time embedded 
control oriented features such as 16 12-bit ADC channels, 
two multichannel buffered serial port modules, three 32-
bit timers, 34 KB RAM, 256 KB flash ROM, 8 external 
interrupts. By using a 12-bit ADC module with a built-in 
sample-and-hold circuit, the output capacitor voltage vC is 
converted into a digital value for control input calculation. 
The output signal vC is measured and depicted with a 
Tektrnonix TDS5104B digital oscilloscope. Figs. 10 
through 13 illustrate the experimental results under the 
same conditions as Figs. 5 through 8, respectively. Figs. 5-

Table 1. Numerical comparison between conventional 
controller and proposed controller. 
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| |e dtò  
1

2

0

e dtò  
1

2
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te dtò  % 
Overshoot 

C1 0.5821 5.1103 2.6166 15 Conventional 
controller (28) C2 0.4971 3.0789 1.6477 10 

C1 0.5269 3.8291 2.3274 7.5 Proposed 
controller (29) C2 0.4118 2.2017 1.3334 5 

 

 
Fig. 7. Simulation results with the conventional method 

under C1 
 

 
Fig. 8. Simulation results with the conventional method 

under C2 

 

 
Fig. 9. Experimental test setup 

 

 
Fig. 10. Experimental results with the proposed method 

under C1 
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8 and Figs. 10-13 verify that the experimental results are 
well matched to the simulation results and the proposed 
nonlinear PI-type controller can be better than the 
conventional linear PI-type controller. 

7. Conclusion Remarks 
 
Based on a PSO algorithm a nonlinear PI-type control 

design method was proposed for a boost converter. The 
proposed nonlinear PI-type controller was designed by 
using the common control engineering knowledge that the 
transient control performance can be improved if the P and 
I gains increase as the error grows. We gave a PSO-based 
design procedure to optimize and autotune the nonlinear 
P and I gains. Finally, we verified the practicality and 
feasibility of the proposed method by using simulation and 
experiments. 
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