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Abstract 
 

Reducing energy consumption in a wireless video sensor network (WVSN) is a crucial 
problem because of the high video data volume and severe energy constraints of 
battery-powered WVSN nodes. In this paper, we present an adaptive dynamic resizing 
approach for a SRAM communication buffer in a WVSN node in order to reduce the energy 
consumption and thereby, to maximize the lifetime of the WVSN nodes. To reduce the power 
consumption of the communication part, which is typically the most energy-consuming 
component in the WVSN nodes, the radio needs to remain turned off during the data 
buffer-filling period as well as idle period. As the radio ON/OFF transition incurs extra energy 
consumption, we need to reduce the ON/OFF transition frequency, which requires a 
large-sized buffer. However, a large-sized SRAM buffer results in more energy consumption 
because SRAM power consumption is proportional to the memory size. We can dynamically 
adjust any active buffer memory size by utilizing a power-gating technique to reflect the 
optimal control on the buffer size. This paper aims at finding the optimal buffer size, based on 
the trade-off between the respective energy consumption ratios of the communication buffer 
and the radio part, respectively. We derive a formula showing the relationship between control 
variables, including active buffer size and total energy consumption,  to mathematically 
determine the optimal buffer size for any given conditions to minimize total energy 
consumption. Simulation results show that the overall energy reduction, using our approach, is 
up to 40.48% (26.96% on average) compared to the conventional wireless communication 
scheme. In addition, the lifetime of the WVSN node has been extended by 22.17% on average, 
compared to the existing approaches.  
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1. Introduction 

Demands on wireless video sensor networks (WVSN) keep increasing, owing to the steady 
increase of  societal demands due to security and safety issues. WVSN has a range of 
applications, including surveillance, environmental tracking, and the monitoring of natural 
disasters. Innovations in semiconductor manufacturing, system-on-chip design methodologies 
to integrate digital, analog, and RF circuits in a single silicon die [1] as well as, low-power 
embedded system design technologies, have enabled the development of small, inexpensive, 
and energy-efficient WVSN sensor node systems.  

The WVSN sensor nodes need to be equipped with an event-detector, CMOS image sensor 
(CIS), video compressor, communication block, microcontroller, and a battery and/or energy 
harvester. One of the most challenging problems in WVSN design is to reduce energy 
consumption level because the nodes in a WVSN are battery-powered. There are many 
research works to reduce the energy consumption of sensor nodes and thereby maximize the 
lifetime of WVSN systems. In [2,3] , to prolong the lifetime of nodes, inactive parts of a node, 
except the event detector, are normally in power-down mode and only are woken up by the 
event detector.  

 

 
Fig. 1 shows the power demand of each block of WVSN node with a wireless data link. It is 

shown that the wireless communication part has the highest energy consumption of the 
components. According to our WVSN node power analysis, the power consumption of the 
communication block, including the communication buffer, accounts for more than half of the 
system power consumption.  

 

 
Fig. 1. The Power Consumption Ratio of each part of the WVSN node 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 11, NO. 10, October 2017                            5151 

 
Zainaldin et al. [4] proposed a technique to extract and transmit the region of interest (ROI) 

from the video data to fit the 802.15.4 data rate, but did not consider the power requirement 
amount for the ROI extraction. There are many research works attempting to solve the energy 
problems of WVSN systems. Schurgers et al. [5] proposed an energy efficient routing that 
selects energy efficient paths in a network along which to send traffic, thereby minimizing 
communication energy. To consume the least amount of power, devices are in sleep state as 
much as possible and only are awoken in the case of data transmissions, so the IEEE 802.11 
group adopted the idea as a power saving mode (PSM) concept [6]. Enhua et al. [7] proposed 
the/a PSM-throttling method that minimizes energy consumption for bulky data 
communications.  In [8], to minimize the activity of a node by adopting event-driven wake-up 
techniques, inactive parts, with the exception of the event detector, are normally in 
power-down states and are only activated by the event detector. However, no other research 
work/study has addressed the issue overall transceiver power consumption, including buffer 
memory power consumption, and the start-up overhead of the communication module. 

Table 1 shows the 802.11g (Wi-Fi) radio performance and power consumption for 
transmission (Tx), receiving (Rx), and IDLE state in case of maximum throughput and 
practical throughput in congested environments. Table 1 also shows the start-up time/energy 
overhead of Wi-Fi radio from a SLEEP state to Tx state. 

 

 
 
Note that Wi-Fi consumes a high amount of power, even in the IDLE state, and there are 

energy overheads for mode transition from a SLEEP to a Tx state (Start-up). To conserve 
Wi-Fi energy consumption we, therefore, need to turn off the Wi-Fi radio while the 
communication buffer is receiving data. The power consumption of the Wi-Fi radio, including 
the power amplifier, is bigger than that of the communication buffer by about 5 times when 
2MB SRAM is used as the/a communication buffer, as will be shown later1. The radio needs to 
stay in the/its turned-off state as long as possible and the radio on/off transition frequency 
needs be as small as possible for energy saving purposes. Our finding is that the buffer size 
affects both the energy consumption of the buffer itself, as well as the energy consumption of 
the Wi-Fi radio. The effect of the buffer size to the energy consumption of Wi-Fi radio is 
opposite to the energy consumption of the communication buffer itself. Thus, the two energy 
consumption factors are complementary, which leads us to determine the buffer size to 
achieve optimal energy consumption levels.  

 
 

1 A: Wi-Fi Transmission energy consumption = 617.1mW (Table 1), B: 2MByte SRAM total power consumption = 118.72mW 
(Fig. 2), A/B ≈ 5 

Table 1. Wi-Fi chip (CC3000) characteristics 

 

Power 
Consumption  of 

receive / transmit / 
idle (mW) 

Speed 
 max bps /  

effective bps 

Start-up  
time / energy 

 802.11g 
(CC3000) 303.6 / 617.1 / 230 54Mbps / 

16Mbps [16] 1.3s / 299mJ 
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Fig. 2 illustrates the energy consumption of the buffer and radio, as the buffer size is 
different in the case of PSM transmission, in which radio power is turned off in the/an idle 
state. In Fig. 2 (a), where the buffer size is 1MB, 60mW is consumed by buffer memory. In 
Fig. 2 (b), where the buffer size is 2MB, of which 119mW is consumed by buffer memory. 
According to the data in Table 1, the start-up power of 230mW is consumed in the radio from 
[Turn-on radio] to [Transmission-start], while full transmission power of 617mW is 
consumed from [Transmission-start] to [Transmission-end].  

Due to these power consumption features of the communication part, we discuss a Wi-Fi 
power management scheme, which includes buffer resizing for less energy consumption of the 
WVSN node. Due to these power consumption features of the communication part, we discuss 
a Wi-Fi power management scheme, which includes buffer resizing 
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Fig. 2. Operation mode and energy consumption of the buffer and radio for two different buffer sizes: 
(a) Buffer size is 1MB and  buffer power consumption is 60mW,  
(b) Buffer size is 2MB and buffer power consumption is 119mW 

 
In this paper, we propose a WVSN communication system with optimal buffer size to 

address the communication energy minimization problem. Our contribution is two-fold. First, 
we suggest an optimal buffer size selection method that is based on a mathematical model. 
Second, we propose a run-time buffer resizing scheme that takes into account data size and 
channel conditions to minimize the overall energy consumption of WVSN data transmissions. 
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At our knowledge, we are the first who applied the power gating technology to the 
communication buffer memory for physical size change in a run time. In addition, as far as we 
know we are the first who think changing the communication buffer size in a real time manner 
to save energy. According to the simulation results, the energy consumption of our approach 
achieved from 13.8% to 40.48% saving for ideal wireless communication channel condition, 
and from 12.01 to 29.79% saving for practical effective wireless communication channel 
condition, respectively, compared to the conventional approach that uses a fixed buffer size.  

In Section 2, we present our WVSN overview and the motivation for our research. Section 3 
presents our modeling and mathematical formulas derived  to find the best solution. Section 4 
shows the experimental results, and Section 5 concludes the paper.  

2. System Overview and Motivation 

2.1 System Overview 
Our system consists of a passive infrared (PIR) sensor for event detection, CMOS image 
sensor (CIS), video encoder, system controller and a wireless transceiver, including a buffer 
for sending and receiving data, as shown in Fig. 3. Most of the time (more than 90%) the 
system, except for the PIR sensor, resides in a/its sleep state until alerted by an event. When 
the PIR sensor detects an event, CIS (CMOS image sensor) captures it and collects the video in 
proper sampling rates. The video data is encoded by the H.264/AVC video encoder complete 
with a baseline profile, producing a moderate compression rate (about 0.6 bits per pixel). The 
encoded video data is stored temporarilly in the buffer for wireless transmission purpose. 

 
 

 
Fig. 3. Our WVSN node architecture  

 
 

In our sensor node, the transceiver part consists of a wake-up radio and a Wi-Fi radio. The 
wake-up radio [9] is a special radio designated to wake up the main radio, the Wi-Fi radio, 
with minimal energy consumption.  Fig 4 illustrates a typical process of the node when an 
event occurs. The PIR monitors events and wakes up the whole system when it detects any 
event. For every event, the controller orchestrates the system to record and transmit the event 
images to other node(s). 
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Fig. 4.  The overall control flow for each of our WVSN node operations  

 

2.2 Wi-Fi Operation Modes and Communication Power Consumption 
There are five basic operation states in the transceiver, namely, SLEEP, IDLE, STANDBY, 

Tx, and Rx. The transceiver is in a Tx/Rx state when sending or receiving data. When there is 
no network traffic, it is in an IDLE or SLEEP or STANDBY state, depending on the 
communication state. In its IDLE state, the communication buffer and radio are both active to 
maintain channel access data communications. In its SLEEP state, the communication buffer 
and radio are both in power-down states. In its STANDBY state, only the communication 
buffer is active in order to maintain information of the input data filled in by the buffer.  

There are two types of transmission methods: (1) constant active mode (CAM), and (2) 
power saving mode (PSM). In the CAM, a node remains in an IDLE state whenever it is 
waiting for a data packet, and consumes a significant amount of energy due to high energy 
consumption in the/its IDLE state. Fig. 5 shows the operation modes of CAM. 
 

 
(a)                                                                            (b) 

Fig. 5. Overall CAM operation , (a) State diagram of CAM, (b) Time diagram of CAM  
 

 In the PSM, a node changes its state to STANDBY when it waits for a transmission buffer 
to be filled. Fig. 6 (a) depicts the state transition of PSM. Fig. 6 (b) shows the sequences of 
the/a PSM data transmission operation for an event. For each event, the data is divided into 
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several chunks by the buffer size, as depicted by number in Fig. 6 (b). In addition, s the buffer 
is filled with incoming data, the radio is turned on (in PSM, the/a state transition from 
STANDBY to Tx occurs) to send the data. With each STANDBY to Tx transition, start-up 
overhead is  incurred . Therefore, a node with PSM consumes significantly less energy than a 
node with CAM, while incurring start-up overhead energy and a time delay.  

               
 

 
(a)                                                                            (b) 

Fig. 6.  Overall PSM operation , (a) State diagram of PSM, (b) Time diagram of PSM  
 

We are here concerned with the key aspects of the transceiver part for focusing our strategy, 
which reduces communication energy. As the memory size increases, SRAM memory power 
increases. Fig. 7 shows the power consumption of 65 nm technology SRAM of different sizes, 
computed using a CACTI [10] tool. Note that as memory capacity increases, both leakage 
power and dynamic power seem to increase proportionally. 

 

 
Fig. 7. SRAM leakage and dynamic power consumption 

 
Fig. 8 shows the transceiver energy consumption as the communication block works in 

CAM and PSM for events of varying/different duration. As shown in Fig. 8, Wi-Fi with PSM 
consumes less energy than Wi-Fi with CAM. 
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Fig. 8. Energy consumption by Wi-Fi anf Buffer in CAM and PSM  
(image size = CIF , frame rate = 30fps, and compression = 0.6bpp) 

 
Fig. 9. Energy consumption of CAM and PSM for the different buffer size  

(image size = CIF , frame rate = 30fps, and compression = 0.6bpp) 
 

Note that there is an optimal buffer size, which is 2048KB, as noted in Fig. 9. Our goal is to 
find the optimal buffer size for any given condition. We briefly explain the reasons below. 

The Wi-Fi consumes a significant amount of power, even in the IDLE state, and there is 
energy overhead for a mode transition from a SLEEP to a Tx state. Therefore, to save Wi-Fi 
energy consumption, the radio needs to be turned off while the buffer is receiving data from 
the camera. However, frequent On/Off transitions may result in more energy consumption 
because this process incurs energy overhead. To reduce the On/Off transition frequency and 
power consumption of a radio, the buffer size needs to be as large as possible. However, a 
large-sized SRAM buffer causes not only excessive latency, but also significant additional 
power consumption, as shown in Fig. 9. 

3. Problem Definition and Formulation 
The input vatiables to our problem consist of four parts: Wi-Fi radio characteristics (Table 1), 
SRAM energy consumption, encoded video data size per second (Den), and wireless channel 
bandwidth (BWch). Given the above variables, our problem is to find the optimal SRAM size 
(𝑁𝑁𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆

𝑜𝑜𝑜𝑜𝑜𝑜 ) for the/a communication buffer with the objective being to minimize the overall 
transceiver energy consumption (Etr).  
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The problem is formulated as follows. 
 

Find the optimal buffer size ( Nopt
SRAM ) 

 minimize     EEE commSRAMtr +⋅= 2                                (1) 
       while     NN ovhSRAM ≥                                      (2) 

and       BWD chen <                                                           (3) 
   

where Etr indicates a combination of both the receiver and sender transceiver energy 
consumption levels/factors/ratios, including the communication buffer and radio. ESRAM 
represents the energy consumption of the communication buffer, and Eradio is radio energy, 
considering both the sender and receiver.  Note that factor 2 in Eq. (1) reflects the energy 
consumption of the receiver-side buffer as well as the sender-side buffer. NSRAM is the buffer 
size and ΔNSRAM is the size of video data generated from the encoder during radio turn-on delay 
as shown in Fig. 10.  
 

              SRAM buffer   SRAM buffer

N th N SRAM∆

N SRAM

 

Fig. 10. When the SRAM communication buffer is full (NSRAM – ΔNSRAM), the radio is turned on to 
enable transmission. 

 
The minimum buffer space during the start-up time (ΔNSRAM) is expressed as 𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ∙ 𝐷𝐷𝑒𝑒𝑒𝑒 , 

where Den represents widthimage· heightimage · frame_rate and 𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟
 is the start-up time ratio, 

and BWch is the channel bandwidth of the radio. The radio is powered on when the buffer is 
filled up to NSRAM - ⊿NSRAM, where nonzero ⊿NSRAM is needed to prevent the possible loss of 
data before the radio is fully on.  

 

3.1 Energy Consumption in Constant Active Mode (CAM) 
 
The Wi-Fi node in CAM is in an IDLE state when data transmission does not occur. When an 

event occurs, the transceiver initiates the TRANSMIT / RECEIVE state immediately, and 
repeatedly alternates between the IDLE and TRANSMIT / RECEIVE states. Depending on the 
relation between encoded data size per second (Den) and channel bandwidth of the radio 
(BWch), the energy consumption of the communication buffer (ESRAM) and the communication 
energy for both the sender and receiver nodes (ECOMM) can be expressed as two different 
contexts. The formulations of the two different situations are given below. 
  If Den  is less than BW ch , the energy consumption of the communication buffer (ESRAM ) is 

expressed as follows. 
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tPtDeEEE e
SRAM
leakeen

SRAM
dyn

SRAM
leak

SRAM
dynSRAM ⋅+⋅⋅⋅=+= 2                                    (4) 

 
 

,where eSRAM
dyn  denotes SRAM read/write dynamic energy per byte, PSRAM

leak  is SRAM leakage 
power, and te  is an event duration time. Communication energy for both sender and receiver 
nodes ( Ecomm ) is expressed as follows. 
 

t
BW
DPt

BW
DPtPEEEE e

ch

encomm
idlee

ch

encomm
rxtx

comm
start

comm
idle

comm
idle

comm
rxtx

comm
startcomm ⋅−⋅⋅+⋅⋅+⋅⋅=⋅++⋅= )1(2222 __    

(5) 
 

,where Ecomm
rxtx _  represents the energy consumed by transmitting and receiving data packets, 

Ecomm
idle  is the idle state energy consumption, and Ecomm

start  is the energy overhead due to the radio 

start-up process. Pcomm
idle , Pcomm

rxtx _  represents power consumed in the idle, transmitting/receiving 
states, respectively. t comm

start  is the start-up time.  
 If Den  is larger than BW ch  , the energy consumption of the communication buffer 

( E SRAM ) is expressed as follows. 
 

t
BW
DPtDeEEE e

ch

enSRAM
leakeen

SRAM
dyn

SRAM
leak

SRAM
dynSRAM ⋅⋅+⋅⋅⋅=+= 2                               (6) 

 
Communication energy for both the sender and receiver nodes ( Ecomm ) is expressed as 
follows. 

t
BW
DPtPEEE e

ch

encomm
rxtx

comm
start

comm
idle

comm
rxtx

comm
startcomm ⋅⋅+⋅⋅=+⋅= __ 22                                (7) 

 

3.2 Energy Consumption in the Power Saving Mode (PSM) 
 
In regard to the PSM, which is a more energy-efficient operation mode than CAM, the energy 

consumption of the communication buffer (ESRAM) is expressed as follows. 
 

            EEE SRAM
leak

SRAM
dynSRAM +=

                                                                       

)(2
BW
NttPtDe

ch

resradio
starte

SRAM
leakeen

SRAM
dyn ++⋅+⋅⋅⋅=

 

(8) 

 
where 𝑒𝑒𝑑𝑑𝑑𝑑𝑑𝑑𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 denotes SRAM read/write dynamic energy per byte, 𝑃𝑃𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 is SRAM leakage 

power, Nres is the amount of the residual data to send last, te is an/the event duration time, and 
𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 is the radio start-up time (turn-on delay). Radio energy, considering both the sender and 
receiver nodes (Eradio), is expressed as follows. 
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 EEnE radio
res

radio
fbufradio +⋅=

 
EEEEn res

rxtx
radio
start

fbuf
rxtx

radio
start __ 2)2( +⋅++⋅⋅=  

(9) 

 
where 𝐸𝐸𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟and 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 denote radio energy required to send each data set/sequence filled 

in the buffer and the final residual data in the buffer, respectively. The encoded video data  is 
divided by n chunks according to the SRAM buffer size, as shown in Eq. (10). In addition, n 
also represents the number of mode switches from STANDBY to Tx/Rx. In Eq. (9), 𝐸𝐸𝑡𝑡𝑡𝑡_𝑟𝑟𝑟𝑟

𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 
and 𝐸𝐸𝑡𝑡𝑡𝑡_𝑟𝑟𝑟𝑟

𝑟𝑟𝑟𝑟𝑟𝑟  are the energy rates/levels/ratios consumed by both transmitting and receiving data 
packets in the full-buffer and residual-buffer state, respectively, as shown in Eq. (12) and (9). 
𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 is the radio start-up energy overhead required/needed to turn on the radio(s), which 
takes 𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 time, as shown in Eq. (11). 
 













⋅
⋅=
tBW
tDn radio
opch

een

 
(10) 

tPE radio
start

radio
idle

radio
start ⋅=  

(11) 

tPE radio
op

radio
rxtx

fbuf
rxtx ⋅= __  

(12) 

BW
NPE

ch

resradio
rxtx

res
rxtx ⋅= __

 

(13) 

DBW
Nt

ench

SRAMradio
op −

=
  

(14) 

)( tBWntDN radio
opcheenres ⋅⋅−⋅=

 
(15) 

 
In Eq. (11) and (12),𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟and 𝑃𝑃𝑡𝑡𝑡𝑡_𝑟𝑟𝑟𝑟

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 represents he radio power consumed in the IDLE and 
Tx/Rx states, respectively. In Eq. (14), 𝑡𝑡𝑜𝑜𝑜𝑜𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 is the radio operation time per full-buffer state. 
To eliminate the flooring operator (  ⋅ ),Eq. (10) can be rewritten as Eq. (16), which also 
allows the equation differentiable. 

n = �
𝐷𝐷𝑒𝑒𝑒𝑒 ∙ 𝑡𝑡𝑒𝑒
𝐵𝐵𝑐𝑐ℎ ∙ 𝑡𝑡𝑜𝑜𝑜𝑜

� = (
𝐷𝐷𝑒𝑒𝑒𝑒 ∙ 𝑡𝑡𝑒𝑒
𝐵𝐵𝑐𝑐ℎ ∙ 𝑡𝑡𝑜𝑜𝑜𝑜

) − 𝛼𝛼 ,    (0 ≤ 𝛼𝛼 < 1) (16) 

 

By the Eq. (11) to (16), Eq. (9) can be expressed as Eq. (17). 

𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = 2∙𝐷𝐷𝑒𝑒𝑒𝑒∙𝑡𝑡𝑒𝑒∙(𝐵𝐵𝐵𝐵𝑐𝑐ℎ−𝐷𝐷𝑒𝑒𝑒𝑒)∙𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

𝐵𝐵𝐵𝐵𝑐𝑐ℎ∙𝑁𝑁𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
+ 𝐷𝐷𝑒𝑒𝑒𝑒∙𝑡𝑡𝑒𝑒∙𝑃𝑃𝑡𝑡𝑡𝑡_𝑟𝑟𝑟𝑟

𝐵𝐵𝐵𝐵𝑐𝑐ℎ
           (17) 
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4. Optimal Buffer Size Selection 

4.1 Solving Optimal Buffer Size Formula 

In this section, we explain how to determine the optimal buffer size (𝑁𝑁𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
𝑜𝑜𝑜𝑜𝑜𝑜 ) regarding 

energy consumption minimization in the power saving mode(PSM). We approximate the 
SRAM dynamic energy per byte (𝑒𝑒𝑑𝑑𝑑𝑑𝑑𝑑𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆) and leakage power consumption ( PSRAM

leak ), as shown 
in Eq. (18) and (19), respectively. We assume that the dynamic energy and leakage energy 
(power) are all proportional to the layout area and, therefore, can be represented as a sum of 
two components, a term proportional to NSRAM and a constant term. Models in Eq. (18) and (19) 
are fitted with Matlab to approximate the SRAM power consumption data obtained by CACTI 
[10]. The constants p1, p2, q1, and q2 in Eq. (18) and (19) are the fitting constants.2 

 

pNpe SRAM
SRAM
dyn 21 +⋅=

          
(18) 

 

                
qNqP SRAM

SRAM
leak 21 +⋅=

  
(19) 

 

The parameters in Eq. (18) and Eq. (19) are fitted to model SRAM power consumption data 
obtained by CACTI [10], resulting in p1=2.15x10-17, p2=2.06x10-12 and q1=1.93x10-08, 
q2=0.00011. By substituting 𝑃𝑃𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆and 𝑒𝑒𝑑𝑑𝑑𝑑𝑑𝑑𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆  in Eq. (8) with Eq. (18) and (19), we can 
express the ESRAM  as a function of NSRAM , as illustrated in Eq. (20). 

 

𝐸𝐸𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = 𝑁𝑁𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆�2𝑝𝑝1𝐷𝐷𝑒𝑒𝑒𝑒𝑡𝑡𝑒𝑒 + 𝑞𝑞1𝑡𝑡𝑒𝑒 + 𝑞𝑞1𝑡𝑡𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠�  
                    + 2𝑝𝑝2𝐷𝐷𝑒𝑒𝑒𝑒𝑡𝑡𝑒𝑒 + 𝑞𝑞2�𝑡𝑡𝑒𝑒 + 𝑡𝑡𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠� 

(20) 

 

Fig. 11. Optimal Buffer size selection (red point) is such that the total energy consumption (memory + 
radio energy) is minimal (CIF, 30fps, 0.6bpp): calculated without round-off operation. 

2 In our experiments, p1=2.15E-17, p2=2.06E-12, q1=1.93E-08, q2=0.0011. 
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Fig. 11 plots Eq. (13), Eq. (16), and the sum of them as Etr. In Fig. 11, as the NSRAM increases, 
the energy consumption of radio (Eradio) monotonically decreases while the energy 
consumption of the buffer (ESRAM) linearly increases. Due to the trade-off relationship between 
Eradio and ESRAM, there is an optimal point (𝑁𝑁𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆

𝑜𝑜𝑜𝑜𝑜𝑜 ) where Etr is minimized, which is marked as 
a dot in Fig. 11. The graph of Etr represents a convexity with respect to NSRAM. 

 

 
Fig. 12. Optimal Buffer size selection (red point) is such that the total energy consumption (memory + 

radio energy) is minimal (CIF, 30fps, 0.6bpp) : calculated by rounding-off operation. 

 
Fig. 12 shows the 𝐸𝐸𝑡𝑡𝑡𝑡 has convexity with respect to𝑁𝑁𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆. In order to make 𝐸𝐸𝑡𝑡𝑡𝑡  differentiable, 
with respect to size 𝑁𝑁𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆., we omitted the floor operator(⌊. ⌋).  

 
Now, we can calculate 𝑁𝑁𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆

𝑜𝑜𝑜𝑜𝑜𝑜  by finding the point that satisfies 𝜕𝜕𝐸𝐸𝑡𝑡𝑡𝑡 𝜕𝜕𝑁𝑁𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆⁄  = 0 as in Eq. 
(17). 
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(21) 

 

As a result, the solution of Eq. (17) is shown in Eq. (18) 3. 

)24(
2)(

11 qDpBW
tPDBWDN

ench

radio
start

radio
idleenchenopt

SRAM ⋅+⋅⋅⋅
⋅⋅⋅−⋅

=
  

(22) 

 

By Eq. (18), we can see that N opt
SRAM  is a function of encoded video data size per second (Den), 

and channel bandwidth is/represents (BWch). Fig. 13 llustrates the optimal buffer size for Den 
and BWch. In Fig. 13, N opt

SRAM  increases as Den or BWch increases, while it decreases as Den 
further increases, as calculated by BWch=16Mbps. Based on the above discussion, we can 
conclude that optimal buffer sizes vary according to Den and BWch . 
 

3 We assumed that  α = 0 in Eq (12) and te ≫  tradiostart  in Eq (4) 
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Fig. 13. Optimal buffer size selection depends on the incoming encoded data rate ( Den ) and channel 

bandwidth ( BW ch )  as the  two curves showtransmission rates of 54Mbps and 16Mbps, respectively. 
 

4.2 Revised System Design for Practical Application 
It is necessary to select the optimal buffer size dynamically by using power-gated SRAM 

buffer memory.  Power-gating is a common technology purposed to save energy by 
shuttingdown the power supply of individual circuit parts in SoC design environments[11,13]. 
By means of the run-time PG(power gating) technique, the effective buffer size can be 
changed in a dynamic manner.  Fig. 14 shows the optimal buffer size for each video resolution 
and frame rates in order to minimal WVSN energy consumption.  
 

 
Fig. 14. The energy efficient buffer size for different video resolution and frame rates. 

 
Our WVSN nodes periodically detect Den and BWch, then the SRAM buffer size is 

dynamically adjusted by the buffer resizing method coupled with a PG technique. Our buffer 
resizing algorithm affects not only the energy consumption of the buffer itself, but also that of 
the Wi-Fi radio, including the power amplifier. Fig. 15 is a revised version of the control flow 
as illustrated in Fig. 4.  Fig. 15 is a refined system control flow that changes the buffer size 
adaptively by means of power-gating technology. 

 

16Mbps

54Mbps

)(Den

=BW ch
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Fig. 15. The revised flow chart for the/a WVSN node with dynamic buffer resizing 

5. Experimental Results 
In the experiments, we used simulations to measure the power consumption data in WVSN 

nodes with real scenarios. We built an experimental setup, as shown in Table 2. Within this 
setting, we performed experiments using five sample video sequences of campus surveillance 
video with different occurrence rates, ranging from 1.74% to 10.81%.  

We also altered the channel bandwidth to reflect wireless channel condition variations in the 
experiments. We adjusted the buffer size dynamically according to the sampling data rate and 
channel bandwidth changes. 

 
Table 2. Experimental Sttup 

Captured Image Resolution by 
CIS 

CIF (352 x 288) @ 30fps [14] 

Event detector PIR sensor [15] 
Video encoder 0.6 bpp(bits per pixel) by 

H.264 with baseline profile  
SRAM transceiver buffer CACTI with 65 nm, 

low power process [10] 
Wi-Fi transceiver Same as Table 1 

Battery  3600 mWh (alkaline AA battery) 
 
Fig. 16 shows the energy consumption of the radio and SRAM buffer for different sampling 

rates obtained from the experiments. As shown in this figure, we compare the energy 
consumption of the CAM and PSM transceivers with a fixed buffer size (512Kbyte) [12], and 
that of the PSM transceiver with the/an optimal buffer sizing method (hereafter, Opt_PSM). 
Fig. 16 (a) shows the results based on deal radio performance (BWch=54Mbps), and Fig. 16 (b) 
shows the results with practical radio performance in a congested traffic situation 
(BWch=16Mbps). In either case, the Opt_PSM shows the best results. In regards to the ideal 
data rate (BWch=54Mbps), the Opt_PSM reduced Etr from 13.8% to 40.48% compared to the 
PSM with a/the fixed buffer size (512KB)[12]. In the case of the practical data rate (BWch 
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=16Mbps), the Opt_PSM reduced Etr from 12.01% to 29.79% compared to the PSM with a/the 
fixed buffer size [12].  

Fig. 17 shows the normalized transceiver energy consumption (𝐸𝐸𝑡𝑡𝑡𝑡). In regards to ideal data 
rate, Wi-Fi(Opt_PSM) reduced 𝐸𝐸𝑡𝑡𝑡𝑡 from 13.8% to 40.48% compared to the PSM with a/the 
fixed buffer size (512KB) [12]. In Addition, the effective data rate, the Wi-Fi(Opt_PSM) 
reduced Etr from 12.01% to 29.79% compared to the method [12]. Note that the energy 
consumption of memory part of OPT_PSM is increased than that of CAM and PSM. But, the 
energy consumption of radio part of OPT_PSM has much reduced than that of CAM and PSM, 
resulting in overall energy saving with OPT_PSM approach. 

 

 
(a) 

 

 
(b) 

 
Fig. 16. Energy consumption of the transceiver (Etr) for an event for three different approaches, 

CAM, PSM, Opt_PSM for CIF  image size with three different frame rates. (a) For ideal data rate 
(𝐵𝐵𝐵𝐵𝑐𝑐ℎ=54Mbps), Optimal buffer size : 1053Kbyte(10fps), 1481 Kbyte (20fps), 1803 Kbyte(30fps), 
(b) For a practical data rate (𝐵𝐵𝐵𝐵𝑐𝑐ℎ=16Mbps),  Optimal buffer size : 1039Kbyte(10fps), 1439 Kbyte 

(20fps), 1727 Kbyte(30fps). 
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(a) (b) 

Fig. 17.  Normalized 𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠 (transceiver part) energy consumption for an event with different approaches, 
(a) ideal data rate, (b) effective data rate 

 
We also showed the lifetime of WVSN node with randomly changing event duration, frame 

rate, and channel condition in Fig. 18, which shows that our method prolongs the system 
lifetime from 20.46% to 24.6% compared to the PSM with fixed buffer size [12]. 

 

 
Fig. 18. Lifetime of a camera node with 1AA alkaline battery, where the frame rate is varied as 

10fps, 20fps, 30fps randomly, and channel condition is varied between the ideal data rate 
(𝐵𝐵𝐵𝐵𝑐𝑐ℎ=54Mbps) and practical data rate (𝐵𝐵𝐵𝐵𝑐𝑐ℎ=16Mbps) randomly. 

6. Conclusion 
In this paper, we proposed an energy-aware dynamic communication buffer resizing of nodes 
in wireless visual sensor networks. Buffer size is critical, as it affects not only the energy 
consumption of the buffer itselWof, but also that of the Wi-Fi radio. This includes  the power 
amplifier, as significant power consumption during the ON/OFF switching is affected by the 
frequency of buffer emptying, which is, in turn, determined by the buffer size. The proposed 
algorithm for determining the optimal buffer size is based on the analytic formula for 
communication energy.  

Our buffer resizing approach can be utilized in the WVSN node design through coupling 
with a dynamic SRAM buffer power-gating technique. Experimental results with real video 
sequences show that the energy reduction of communication parts by our approach is up to 
40.48% (26.96% on average) compared to the conventional communication scheme with a/the 
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fixed buffer size. Based on the simulation results, our approach is expected to extend the 
lifetime of wireless camera nodes by 22.17% on average compared to conventional 
communication approaches. 
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